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FOREWORD

The Applied Physics Laboratory (APL), a division of The Johns Hopkins
University, is located in Howard County, Maryland, midway between Baltimore
and Washington. Its work is carried out under contractual agreements between
the University and the federal, state, and local governments. APL employs a
staff of more than 2600 including 1430 professional scientists and engineers, of
whom more than half have advanced degrees. Their ideas are implemented and
extended through several field activities and a network of associate contractors
and collaborators from coast to coast.

The primary mission of APL is to enhance national security by applying
advanced science and technology to the solution of problems important to na-
tional objectives. The Laboratory conducts programs in fundamental and ap-
plied research, exploratory and advanced development, component engineering,
systems engineering and integration, and test and evaluation of operational sys-
tems. Approximately 85% of the Laboratory’s effort is for the Department of
Defense (76% for the Navy and 9% for other DoD agencies). The remaining
15% is devoted to nondefense areas, including space research.

The current programs at APL cover a wide range of activities. Many are
broad in scope, long term, or highly classified, and therefore not reportable
herein. The articles for this document are solicited annually from the whole Lab-
oratory. The writers are individuals or small groups who have been personalty
involved in particular efforts and are motivated to report to a wider audience
than they usually communicate with. For these reasons, this publication does not
necessarily represent all the accomplishments of APL during fiscal year 1982 (1
October 1981 through 30 September 1962).

APL was organized in 1942 under the auspices of the Office of Scientific
Research and Development to develop a proximity (VT) fuze for antiaircraft de-
fense; that was the principal effort during World War I1. The era of emerging
guided-missile technology extended from about 1944 to 1956, During that time,
APL concentrated on providiag betier air defense for the Flget by developing a
family of shipborne surface-t0-air missiles. The Navy-sporsored ‘‘Bumblebee’’
program pionsered meay basic guided-missile lechnologies later used in other
air, surface, and submarine missile programe

The era of weapons sysiems engsnsering began in 1936 with the commis-
sioning of the first guided-missils crwser  {he experience gained during that per-
iod has found application in meny systems of inmerest (0 the Navy in various war-
fare areas and to other branches of the government Significant activities are
procesding in aress of special APL competence. mcluding advanced radar tech-
niques, missile propulsion, missiie guedance. countermessures, and combat sys-
tems integration.

Of the newer weapon sysiom programs, the Asgs Shupbusiding Project is
of major imponance. USS Tirondwoage (((L-47). commusoned in January
1983, is the first ship w a new class of mulimnsion gusded messsle crutsers that
will carry the Aegis serface-10-ax weapon system The Laboratory i3 Techaical
Advisor to the Navy in the dengn and development of the Aagas system. APL




now has the broader challenge of integrating the system into the operations of
the battle group. This effort, for which APL is Technical Direction Agent, in-
cludes the design and development of the Battle Group Anti-Air Warfare Coor-
dination System exploiting the operation of Aegis cruisers with other ships and
aircraft of the battle group. Other areas of tactical systems support involve avia-
tion countermeasures as well as the improved effectiveness of Tomahawk and
Harpoon cruise missiles. APL has a major role in the conceptualization of future
command, control, and communications (C*) systems to facilitate the operation
of Naval forces. Both strategic and tactical aspects of the C? process are being
examined. An important increasing effort at APL involves assessing the inte-
grated performance of all the above systems.

The Laboratory continues to provide technical evaluation of the opera-
tional Fleet Ballistic Missile (FBM) System. Quantitative test and evaluation pro-
cedures are applied to every newly commissioned ballistic missile submarine.
Similarly, APL currently provides precise evaluation of the Army’s Pershing
Missile programs. Significant programs are also under way for Naval strategic
communications and tactical targeting. Since 1970, APL has had the responsibil-
ity for planning and conducting a significant technical program to ensure the se-

o
771 curity of the FBM submarine fleet against possible technological or tactical
X N countermeasures. The approach is to quantify all physical and tactical means

P
=

that might be developed to detect, identify, and track our submarines and to pro-

pose and evaluate suitable countermeasures and tactics.
T

APL has a significant space program. It started with the Navy Navigation
Satellite System, originally known as Transit, one of the Laboratory’s most im-
portant accomplishments since the wartime proximity fuze and the surface-to-air
missile program. APL invented the concept, designed and built the initial satel-
lite constellation, and set up and operated a worldwide satellite tracking net-
work. The APL Space Program has greatly expanded and is now applied to the
design and construction of a broad range of scientific satellites and spaceborne
scientific experiments for NASA and the DoD.
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With the encouragement of the DoD, APL is applying its talent and the
experience developed in DoD programs to a number of government-sponsored
civil programs. Some examples of the areas to which attention has been devoted

t—wl T,
A AL

;‘z. ) in recent years are biomedical research and engineering; transportation; fire re-
b ) . . .

—— search; reduction of pollution of the biosphere; ocean thermal, geothermal, and

-_— flywheel energy systems; air traffic control; leak detection in natural-gas distri-

bution lines; and advanced education.

T
" e

i3

S s

By the extensive and intensive use of integrated circuits and microproces-
sor logic in satellites, in radar and other naval systems, and in biomedical engi-
neering and other civil areas, APL has become a recognized leader in the area of
computer technology. Furthermore, it continues to pioneer in innovative appli-
cations of computers of all sizes to problems of national importance. This trend
is underscored throughout the document by the frequent references to comput-
ing as an integral part of most of the accomplishments reported herein.
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To support its RRD activities through knowledge and experience in ad- ]
vanced research, the Laboratory performs fundamental research in biological, :
chemical, mathematical, and physical sciences related to its various missions.
Through unique applications of system engineering, science, and technology to ;}
the needs of society, APL has enhanced the University’s tradition of excellence
while gaining worldwide recognition of its own.
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INTRODUCTION

During the initial development of the antiaircraft guided missile and its
early introduction for service use, the APL staff worked with the Navy’s equip-
ment contractors to acquaint them with the characteristics of these new weapons.
The role of the Laboratory necessarily expanded with the assumption of respon-
sibility for technical direction of the Navy’s antiair-warfare guided missile sys-
tems in the late 1950’s and for the evaluation of the strategic missile systems in
the 1960°s.

The challenge to the Fleet posed by manned supersonic bombers and their
air-to-surface missiles attacking en masse under the cover of electronic counter-
measures requires a radical departure from the relatively primitive, human-in-
tensive control procedures that grew out of World War II.

Working first with analog and then with digital electronic computational
techniques, the Navy has produced tactical data and weapon systems that relieve
weapons personnel of much of the routine associated with a fighting ship. APL
has made and continues to make important contributions in this evolution. In
addition to its characteristic drive to discover and apply the basic principles un-
derlying a problem, the Laboratory has brought to the Navy weapon community
an understanding of the potential capabilities of the emerging world of electronic
computation and automation.

APL has contributed to defining the basic structure of shipboard combat
systems and to allocating functions consistently among the sensor, command,
support, and weapon elements of these very complex systems. Such consistency
of structure has aided technical interchange among major developments in which
APL has played a role, including the Aegis Weapon System, Terrier and Tartar
New Threat Upgrades, and, most recently, the new multimission DDG-51 Com-
bat System.

Anticipating the potential threat of antishipping missiles, the Laboratory
has focused its recent efforts on the definition and development of techniques
that allow weapon systems to respond to a threat in minimum time while provid-
ing the requisite control capability for the several levels of tactical command. In-
tegral to Laboratory efforts in this and other areas of weapon control is the iden-
tification of data processing and distribution approaches that allow the imple-
mentation of practical and economical designs — designs that provide requisite
hardness to equipment casualty or battle damage.

The main thrust of the Laboratory’s work in the strategic systems area
was in developing and assisting in the conduct of an independent evaluation pro-
gram for the Navy’s Fleet Ballistic Missile (FBM) Weapon System that featured
combined technical and operational testing that is continuous throughout the life
of the weapon system. That program has continued and expanded to the current
evaluation of the performance of the Navy’s operational submarine launched
ballistic missile weapon systems: Poseidon, Trident I, and Trident I1. For those
systems, quantified estimates of performance under operational conditions are
derived, sources of system inaccuracy and unreliability are identified for correc-
tive action or future improvement, and weapon system readiness for operational
deployment is assessed.
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In the mid-1960’s, the Laboratory was requested by the U.S. Army to
expand its strategic evaluation effort to develop and conduct an evaluation pro-
gram for the Pershing Weapon System in its strategic role in Europe. The pro-
gram, which was to be modeled as closely as possible after the evaluation pro-
gram for the Navy’s FBM Weapon System, continues today with the data
collected and analyzed from test exercises performed on ‘‘alert’’ sites in Europe )
and from Operational Tests conducted in the United States. 5
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SWITCH-TUBE MODULATOR FOR THE AEGIS

CROSSED-FIELD AMPLIFIER

R. E. Rouse

A brassboard switch-tube modulator that uses a
new long-life switch tube and can operate at twice the
duty factor of the AN/SPY-1A radar has been devel-
oped. The modulator can be retrofiited into the SPY-
1A radar or used in advanced Aegis systems.

BACKGROUND

The transmitter in the Aegis SPY-1A radar has
78 crossed-field amplifier (CFA) tubes, each of which is
individually cathode pulsed by a Y-633 switch tube that
has demonstrated less than desired reliability. A new
switch tube, the Y- 633A, was developed to correct the
problem, but it requires an additional 200 W of fila-
ment power and is not a direct replacement. Further-
more, most of the radar system upgrades that have
evolved require that the modulator be operated at
higher power levels. Consequently, to incorporate the
Y-633A and those upgrades into the SPY-1A radar, the
switch-tube modulator had to be modified. There was
concern whether a modulator using the Y-633A switch
tube and demonstrating the upgraded performance
could be built in the same size package as the present
modulator. To prove the feasibility of such a modula-
tor, APL designed and built a brassboard suitable for
retrofit into the driver stage of the SPY-1A radar.

DISCUSSION

Figure 1 is a diagram of the driver CFA stage of
the transmitter. The modulator chassis is mounted on
insulators and is connected to the — 18 kV output of the
high-voltage power supply. Prime power and triggers
are brought to the chassis through high-voltage isola-
tion transformers mounted on the chassis. The modula-
tor chassis operates two CFA’s and contains two switch
tubes. The grid driver circuits in the present SPY-1A
modulator use two 4CPX250 tetrode tubes in a boot-
strap circuit to generate a 1 kV grid pulse and two
4CPX250 tubes as a *‘tailbiter.”” The grid drive circuit
dissipates about 200 W and requires a fan to cool the
tubes. The modulator power supplies are simple, unreg-
ulated transformer-rectifier circuits.

The new modulator had to satisfy the following
requirements:
1. Have the same size and shape as the present
modulator to ensure retrofit into the SPY-1A
radar;

-]
Triggers

Wi
power

High-voltage .
power supply 1_
PP
Prime
power

Prime

Figure 1 — The basic CFA stage of the transmitter.

2. Have the same system interface connections;

3. Provide about 40% more power to the
switch-tube filaments;

4. Operate at twice the duty factor of the present
modulator;

5. Provide twice the peak grid current to the
switch tube (four times the average power);

6. Operate with pulse widths to 100 us; and

7. Provide a switch-tube grid pulse of 1 kV and
1.5 A, with 0.1 us rise and fall times.

The requirements for the pulse width and rise
time are more stringent than are presently needed, but
the extra performance provides a margin to accommo-
date possible new waveforms.

To handle the modulator’s increased power ca-
pability in the same size package without incurring ther-
mal problems, the redesign effort concentrated on re-
ducing the amount of power dissipated in the modula-
tor chassis. The major design areas were the power-iso-
lation transformer, the grid-drive circuits, and the mod-
ulator power supply system.
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Transformer Design

Attempts to build commercially a transformer of
the required power capability and size were unsuccess-
ful; therefore, APL designed and built the power-isola-
tion transformer. It is rated for three phase, 400 Hz
operation at 2.2 kW and 20 kV isolation between the
primary and secondary windings. The power dissipated
in the transformer results from core losses and resistive
losses in the windings. To minimize the core losses, cut
C-cores fabricated from 2-mil-thick Permalloy-80 tape
are used. The winding losses are minimized by having
the lowest possible winding resistance consistent with
the available space. Most of the power is in the wind-
ings that supply the switch-tube filaments (7.5 V, 100 A
per tube). The windings were machined from 1/4 in.
copper plates to provide the maximum winding cross
section. The winding supports were designed to allow
the free flow of oil between the windings for efficient
cooling.

The transformer was built and successfully
tested at high potential to 20 kV. The rise in tempera-
ture of the case and the oil was measured while operat-
ing into a full 2.2 kW resistive load. The temperatures
required about 8 h to stabilize. The case temperature
rose 45°C and the oil 55°C.

Grid-Drive Circuit

To provide the extra grid-drive power and to re-
duce the power dissipated in the modulator, APL used
power-switching transistors instead of tubes. The power
switching rate had to be greater than 15 kW/us to ob-
tain a 0.1 us rise time. Power field-effect transistors
(FET’s) were chosen because they best met the switch-
ing-speed requirement. The maximum voltage rating of
the FET was S00 V.

To provide a 1 kV grid pulse and to limit the en-
ergy transferred to the transistor in the event of a high-
voltage arc in the switch tube, APL used a voltage step-
up pulse transformer between the FET and the switch-
tube grid. Attempts to purchase or build a pulse trans-
former that could pass a 0.1 us rise, 100 us wide pulse
were unsuccessful; therefore, APL developed a circuit
(Fig. 2) to synthesize the desired grid pulse from three
pulses. A 5-us-long pulse provides the 0.1 us leading
edge, and a 95 us pulse with about a 2 us rise and fall
time supplies the mid part of the pulse. The thirdisa 5
us negative pulse that functions as a tailbiter. The three
pulses are combined in a diode-resistor network to give
the desired grid pulse. The amplitude of the grid pulse is
clamped by a diode to the clamp-voltage power supply.
Because of the action of the clamp, the amplitude and
timing match of the three pulses are not critical. The
final design of the grid-drive circuit produces a 1 kV,
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Figure 2 — The basic grid-drive circuit.

VY

1.7 A, 100 us pulse with a 0.09 us rise timeand a 0.15 us
fall time. Separate drive circuits are used for each
switch tube.

Modulator Power Supply

Power supply voltages to the grid-drive circuits
are regulated to minimize the operating dynamic range
of the FET and the power dissipated in the grid-drive
circuits. A high-frequency flyback-type power supply
provides four independent regulated voltages from a
single driver-regulator circuit. Figure 3, a basic sche-
matic of the power supply, shows how the secondary
voltage from the power isolation transformer is directly
rectified to DC. An FET generates a pulse on the trans-
former primary to establish a magnetic field in the
transformer’s core. When the primary pulse ends, the
energy stored in the core produces flyback voltages in
the secondary windings, which in turn are rectified to
DC output voltages. The energy stored in the core is
controlled by the width of the FET pulse, thereby deter-
mining the output voltage. The pulse frequency is about
20 kHz. The transformer uses a Ferroxcube EC70-3C8
core. A similar power supply provides the screen
voltage for the switch tube. Screen voltage must not be
applied to the switch tube before the grid bias is ap-
plied. The delay is achieved by inhibiting pulsing of the
FET in the screen power supply untii the grid bias is
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Figure 4 — The switch-tubs modulator.

established. The overall efficiency of the power supply
is about 80%.

P et

The complete modulator has been assembled and
tested successfully at low voltage. Figure 4 is a photo-
graph of the modulator. Results to date verify that a
modulator with the increased performance capability in
the same size package as the SPY-1A modulator is
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:"A feasible. An existing APL radar transmitter is being

{,; adapted for modulator operation and testing at high
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RADAR ELECTROMAGNETIC ENVIRONMENT SIMULATOR

C. Philippides

APL provided technical guidance and assistance
in the development and testing of the Radar Electro-
magnetic Environment Simulator Model 20! (REES-
201) in conjunction with Developmeat Testing of the
New Threat Upgrade (NTU) Combat System (CS).
The RF simulator provides accurately modeled RF sig-
nals in real time simulating targets, IFF responses, sea
clutter, rain, chaff, and coherent and noncoherent jam-
ming for injection into the CS AN/SPS-49(U) 5 two-di-
mensional and AN/SPS-48E three-dimensional search
radars and accompanying AIMS Mk XII IFF systems.
The RF simulator may be operated with or without
radar transmitter radiation, and RF signals generated
by the simulator may be combined with real radar re-
turns. During the NTU CS Technical Evaluation, the
RF simulator provided precise and repeatable radar
stimulation, allowing the data that were needed to char-
acterize and assess radar performance to be collected
systematically, without the expense and operational dif-
Sficulties inherent in using manned aircraft. In addition,
the simulator provided threat-representative high-per-
formance targets that could not be simulated by
manned aircraft. The RF simulator was also used
throughout the NTU CS Technical Evaluation for the
rehearsal of missile-firing exercises and for crew train-
ing when aircraft and electronic countermeasure ser-
vices were not available.

BACKGROUND

During the Technical Evaluation of the CG/SM-
2 Combat System in 1978, the standard VS 441 Video
Signal Simulator was modified for compatibility with
the CS three dimensional (3D) search radar and was
used extensively for crew training and the rehearsal of
missile-firing exercises. Experience gained with that
unit, which provided target video at the IF level, high-
lighted the need for a simulator that would provide real-
istic simulation at the RF level (to exercise the radar re-
ceiver) and that would simulate environmental effects
and jamming in addition to targets. To support NTU
CS Development Testing, the simulator would also be
required to stimulate simultaneously both CS search ra-
dars and their accompanying IFF systems. In 1980, rep-
resentatives from APL attended a demonstration of an
RF simulator developed to support testing of a two-di-
mensional (2D) radar at the Rome Air Development
Center. Discussions with the manufacturer of that sim-
ulator, Republic Electronics, Inc., indicated that the
technology could be modified to stimulate the CS 3D
search radar and appropriate IFF responses, and that it
could be expanded to provide simultaneous stimulation

of both the radars, their IFF systems, and the desired
environmental effects and jamming. Development of
this enhanced simulator, the REES-201, was begun by
Republic Electronics under APL contract in late 1980.
It was delivered to USS Mahan (DDG-42) for use in
NTU CS Development Testing in late 1981.

DISCUSSION

System Description

The RF simulator consists of a video display ter-
minal (VDT), a controller, and three RF processors
(RFP’s), one for each of the radars and one for the IFF
systems (Fig. 1). Figure 2 is a functional block diagram
showing the main internal simulator connections and its
interface with the NTU CS. Target, environmental, and
jammer parameters are entered or altered at the VDT
keyboard, and their status is shown on the VDT dis-
play. Data entered at the keyboard are transferred to
the controller and stored in a common memory for use
by the master and slave central processing units in pro-
ducing command updates for the three RFP’s. Those
updates are input by each RFP for radar status, anten-
na, timing, and frequency from the radar and are trans-
lated by the RFP into instructions for the modulation
or generation of RF by an RFP channel for output to
the radar. A typical RFP channel (Fig. 3) provides for
distribution of RF, pulse compression, Doppler shift,
RF amplitude, and insertion at the proper delay and an-
tenna position under control of the digital processor.
The model used by the digital processor in modulating
the RF adjusts for target noise, antenna motion, trans-
mitter/frequency source phase errors, antenna pattern
scan modulation effects, target radar cross section, and

RFP-48

RFP-IFF Controller \

Figure 1 — The REES-201.
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Figure 2 — The interface of the REES-201 with the NTU
radar.

multipath and slant range effects. Each radar RFP has
two coherent RFP channels to provide at least two sim-

ulated targets simultaneously; the channels also provide
for the generation of coherent jamming. The radar
RFP’s also have multiple noncoherent RFP channels

to provide barrage noise and deception jamming. Those
channels have separate RF sources (voltage controlled
oscillators), but processing and control of the RF is the
same as that for the coherent channels. Each radar RFP
also has an environmental channel that provides coher-
ent returns for extended targets such as chaff, rain, and
sea clutter. The model for that channel considers the
additive effects of many RF scatterers, air mass motion,
Doppler frequency effects (including Doppler noise),
and amplitude noise modulation resulting from
fluctuations in the radar cross section. The RF signals
output by the channels are then inserted into the radar
by a directional coupler for processing by the radar
receiver.

The RF simulator provides 36 maneuverable tar-
gets and six fixed targets. Target course, speed, vertical
velocity, and radar cross section may be changed in real
time. The simulator provides targets with radar cross
sections from 0.1 to 1000 m2, at ranges from 3 to 500
mi and altitudes from the surface to 100,000 ft through
a full 360° azimuth. Up to six chaff events may be pro-
vided in point, medium, and large form. They are sta-
tionary but show four levels of spreading in azimuth
and elevation. Rain of varying intensity is provided in
the form of a shower, a storm, or a squall. Sea clutter is
variable in both direction and intensity, simulating the
effects of wind speed and sea state. The simulator also
provides up to six jammers for range deception (with
cover pulse), inverse gain, and synchronous, asynchro-

Data select

Radar status:

Antenna Data
Timing

Radar

frequencies

To channel combiner

First local oscillator

Figure 3 — A typical RF processor channel.
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nous, and barrage noise jamming at strengths from 10
t0 4000 W/MHz.

RESULTS

To deliver the simulator in time to support NTU
CS testing in USS Mahan, APL formed an accelerated
development program that provided for delivery, instal-
lation, checkout, and integration of the unit in less than
a year. The effort included development of specifica-
tions for the simulator and the simulator interfaces'
with the two radars and their IFF systems and addition-
al technical guidance during design and fabrication.
APL representatives directed factory acceptance testing
and integration of the unit aboard USS Mahan. The
simulator supported NTU CS testing during Phases |
and 2 and was invaluable in providing precise, repeat-
able radar stimulation for radar testing and scenarios
for crew training, CS team integration, and the re-
hearsal of missile-firing exercises. It was used daily to

AEN DR & ~ AT T T 8 T v Ve

allow testing or training to continue when emission was
prohibited or aircraft and electronic countermeasures
services were unavailable. In addition, it provided
threat-representative targets that could not be simulated
by manned aircraft, as well as chaff and jamming in
areas where they could not actually be used. The simu-
lator presents a picture of the RF environment that is
real enough for the simulated training and test exercises
to be meaningful and to prepare the operator for actual
operations.

REFERENCE

'Imerjace Specification for New Threat Upgrade Radar Eleciromag-
netic Environment Simulator (NTU-REES), Naval Sea Systems
Command WS-21131 (1 Aug 1981).

This work was supported by NAVSEASYSCOM, SEA-06AL.

A HIGH-FIDELITY DIGITAL COMPUTER MODEL

OF THE STANDARD MISSILE
DITHER-ADAPTIVE AUTOPILOT

R. T. Reichert

A cost-efficient digital computer model of the
dither-adaptive autopilot for Standard Missile has been
developed. The model accurately represents the auto-
pilot characteristics over a frequency range of 0 to 30
Hz and also simulates the highly nonlinear effects of
dither interruption, dither capture by the autopilot
steering channels, and bistable tail actuator mismatch.
It was used to assess proposed design modifications and
the results of preflight and postflight test programs as
well as to estimate high-fidelity system performance.
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BACKGROUND

Standard Missile is a family of ship-launched
surface-to-air interceptors that represents the culmina-
tion of design efforts spanning four decades (Fig. 1).
Among the attributes that make this advanced tactical
weapon so successful is the common autopilot and tail
control configuration. In order to schedule feedback
gains and guidance filtering levels that vary with a
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Figure 1 — Launch of a medium-range SM-2 flight test
round at White Sands Missile Range.

changing flight environment, the system uses a dither
(limit cycle oscillation) adaptive control technique' that
APL helped conceive and develop. The complex sched-
uling ensures maximum responsiveness and maneuver-
ability during an engagement. The dither oscillation is
established by the autopilot roll channel shortly after
launch and continues uninterrupted under nonstringent
environmental conditions throughout missile flight.
However, under certain stringent conditions, the dither
process may be disrupted. Heavy electronic counter-
measures, instabilities induced by excessive aerodynam-
ic cross coupling, and radome boresight errors can
create such stringent conditions. Excessive dither inter-
ruption degrades the adaptability of the control system
and may adversely influence system performance.

Because the dither process is complex, previous
simulation models of the adaptive autopilot assumed
that it continued uninterrupted throughout flight. That
assumption can lead to overly optimistic estimates of
system performance. An all-digital dithering simulation
model was developed to overcome the uncertainty with
respect 1o the actual performance of the autopilot.

DISCUSSION

Autopilot Function

The principal function of a missile autopilot is to
develop the control surface deflections needed to pro-
duce controlled responsiveness in order to achieve com-
manded maneuvers while maintaining stability of the
airframe. The form of the commanded maneuver is de-

termined by the steering policy. Skid-to-turn systems
like that in Standard Missile operate with a fixed air-
frame roll attitude, and the maneuver is specified by a
set of Cartesian or orthogonal acceleration commands.

The Standard Missile autopilot may be separated
functionally into three channels: one roll control chan-
nel and two identical lateral channels for steering. Each
steering channel develops a control surface deflection
by processing the commanded acceleration input and
the accelerometer and rate-gyro feedback signals. The
roll autopilot channel maintains a fixed spatial roll ori-
entation and attempts to maintain a sustained limit
cycle oscillation.

The limit cycle (or roll dither) oscillation pro-
vides a way to estimate dynamic pressure. The estimate
can be deduced from the amplitude ratio of the
achieved roll angular rotation rate and roll tail deflec-
tion at the dither frequency. Given the dynamic pres-
sure and speed of the missile (which can be derived
from an on-board inertial reference unit), one can ac-
curately estimate the altitude of the vehicle. With this
information, one can automatically adjust autopilot
feedback gains and guidance filtering levels, which are
functions of dynamic pressure and altitude, to the
changing flight environment.

Four independently controlled tails are located
symmetrically about the aft end of the airframe. Each
tail is deflected by a special-purpose bistable rate actua-
tor. The composite motion of all four tails represents
the required response to the combination of roll and
steering deflections. The allowable control authority
associated with each tail is thus shared among the three
autopilot channels.

Situations that require large tail deflections to
satisfy the requirements of the autopilot steering chan-
nel effectively reduce the response of the roll channe!
and may suppress it intermittently. That condition is
called dither interruption. Momentary disruption of the
dither oscillation can be tolerated without significant
deteriment to the system. However, with longer periods
of disruption, the dynamic pressure estimation techni-
que can break down, large roll moments may develop
when the bistable actuators are mismatched in rate ca-
pability, and the steering channels may occasionally
capture the dither process. All of these conditions are
highly nonlinear and require a complex model to char-
acterize the effects accurately.

Implementation

Figure 2 is a functional block diagram of the
computer model. The individual roll and steering chan-
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Figure 2 — Functional block diagram of the Standard Missile autopilot.

nel models replicate the phase and gain characteristics
of the design specifications over a frequency range of 0
to 60 Hz and 0 to 30 Hz, respectively. The airframe is
assumed to be a rigid body and is modeled by a lookup
table technique, with force and moment coefficients
specified as functions of tail deflection, angle of attack,
Mach number, center-of-gravity location, and aerody-
namic roll angle.

The nonlinear differential equations that de-
scribe the model are integrated using a modified fourth-
order Runge-Kutta numerical method. A minimum
fixed integration time step of 0.5 ms is required to
observe capture of the dither process by the autopilot
steering channels. However, a fixed integration time
step of 2 ms is sufficient to represent the characteristics
of the autopilot under less stringent dynamic operating
conditions. To minimize the expense of simulation
execution, APL developed a variable-step-size integra-
tion procedure. The nominal integration step size is 2
ms. However, when a bistable actuator switches state,
thus introducing a discontinuity into the differential
equations, the nominal step size is reduced. Figure 3 is a
flow diagram of this cost-saving numerical integration
process.

Applications

The model was used to verify performance esti-
mates of the proposed control test vehicle (CTV) for the
medium-range Standard Missile-2 (SM-2) Block II de-
sign. In preflight investigations, APL compared the
predicted flight trajectories and maneuver responses
with similar predictions made by the design contractor.

Angular rotation rate

steering plane acceleration
time

g
t

For each CTV flight, preprogrammed maneuver se-
quences guide the missile from launch to impact, exer-
cising the control capabilities of the autopilot over a
widely varying flight environment. Figure 4, which was
derived from an APL dithering-autopilot simulation,
illustrates the response of the dithering autopilot during
a segment of a proposed flight test. During the maneu-
ver sequence, the vehicle enters a region of excessive
aerodynamic cross coupling; the result is large-
amplitude oscillations and extensive dither interrup-
tion. The simulated response illustrates the ability of
the Standard Missile autopilot to operate satisfactorily
under difficult and varying conditions.

A launch-to-intercept simulation of the ex-
tended-range SM-2 Block 11 system has recently been
modified to incorporate the dithering-autopilot model.
The modified system-level simulation has been used to
predict potential system performance improvements as-
sociated with autopilot design modifications under con-
sideration. It was also used for preflight analysis and
for the evaluation of postflight results that exhibited
anomalous behavior.

At the present time, a launch-to-intercept simu-
lation of the vertically launched medium-range SM-2
Block I1 system is being similarly modified to incorpor-
ate the dithering-autopilot representation. A simulation
of the vertical launcher system will be used to study the
effect of high-angle-of-attack maneuvers at low speed
on the autopilot control system.

In summary, the simulation model of the high-
fidelity dithering autopilot has been used extensively to
support analyses of Standard Missile performance in re- 21
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gions where previous simulation models left some un-
certainty with respect to its actual performance. The
model provides a valuable, affordable, and necessary
capability to support the development of Standard
Missile.
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SIMULATION OF SM-2(ER) BLOCK 1I
TERRIER SYSTEM

B. W. Woodford
APL has developed a three-dimensional, six de- ing, and endgame), four of which are represented in the
gree-of-freedom, launch-to-intercept digital simulation simulation.
2 model of the Extended Range Standard Missile-2 (SM- . . .
'» 2(ER)) Block II missile used with the Terrier Weapon During the initialization phase, the ship system
By System. The simulation accurately models missile res- tracks the target and develops a fire control solution.

ponse in stringent operational environments, including
target maneuvers and countermeasures. It is primarily

During the boost phase, the missile flies ballistic-

used (0 estimate system performance in those environ- ally while the booster accelerates it 10 a high speed. The
ments and to aid in system design. missile trajectory is not simulated during this phase be-
e cause the missile is unguided. Instead, end-of-boost
‘Z’f‘ flight conditions obtained from tables are used to ini-
Far tialize the missile at the beginning of the next phase.
L }:: BACKGROUND (These conditions are obtained from a separate boost-
Pt . . . . . hase flight simulation.
%—‘j‘" The increasingly stringent operational environ- p ght simu )
ment faced by defensive missile systems (Fig. 1) requires End
e . . P _ ndgame
3 t!lat more attention be given to fe'ahstxc tes} and evalua e Target detection by fuze
el tion. Because actual missile firings on instrumented e Warhead detonation
bss 3 ranges are too expensive for use in more than spot r‘) _
...' checks against performance requirements, simulation ﬁ%’@
ﬁ§ has become a primary way to assess missile system per- floming phase b4

formance. This article discusses the features of a digital
simulation used as an analytical tool to evaluate the per-
formance of the SM-2(ER)/Terrier Weapon System in
specific countermeasures environments, particularly
against standoff jammers (SOJ’s). A previous article'
discussed testing in the APL Guidance System Evalu-

® Missile homes to target
® Semiactive or home-on-jam
guidance

Midcourse phase
® Missile flies to vicinity of target

. * *
o Ul T W'

Ao : ] ! ® Target data and supervisory commands
,-’,")i ation Laboratory, where simulation is combined with supplied by ship
missile guidance hardware. Boost phase

ey ;1_ @ o Missile achie:ves supersonic speed

*3 y )‘7 ® Unguided flight
et DISCUSSION lniw"i'zi:i':n ch
b . on launcher
o Simulation Overview ® Initislization dsta supplied by ship
As indicated in Fig. 2, a missile flight has five Figurs 2 — The Terrier/Standard Missile-2 operational
- distinct phases (initialization, boost, midcourse, hom- sequence.
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Figure 1 — The operational environment of a missile.
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During the midcourse phase, missile guidance is
based on target position and velocity data sent to it via
an uplink (a ship-to-missile radio-frequency communi-
cation channel). Target data are obtained from the ship
system, as in the initialization phase. Acceleration com-
mands are computed by the missile guidance computer
in accordance with the target data and are sent to the
autopilot, which determines the tail deflection rates re-
quired to execute the commands. The tail deflections
cause the missile to accelerate in the desired direction
according to the missile’s aecrodynamic characteristics.
The resulting trajectory positions the missile for initia-
tion of the homing phase, which begins while the missile
is still some distance from the target.

During the homing phase, an on-board seeker
determines target location and guides the missile to in-
tercept. During the acquisition portion of the homing
phase, the seeker is pointed toward the expected target
location on the basis of data derived from the ship sys-
tem. After the receiver has acquired the target and the
seeker tracking loop is closed, data from the seeker are
used to generate acceleration commands in the guidance
computer. The commands are operated on by the auto-
pilot and aerodynamics, as indicated previously, and
cause the missile to close on the target

During the endgame phase in which the missile’s
fuzing system detects the presence of the target, the
warhead is detonated and the target destroyed. This
phase is represented in a separate simulation model, the
APL endgame simulation.

The SM-2(ER) Block II/Terrier simulation is
composed of functional blocks corresponding to sub-
systems of the overall Terrier Weapon System (Fig. 3).
The features of each functional block are discussed be-

s Y N N T e Wy W, F LT O T,

low; particular emphasis is placed on modeling the ef-
fects of countermeasures on the seeker.

Target Representation

The simulation has a sophisticated and flexible
capability for target trajectory generation that allows it
to represent three-dimensional (3D) target motion and
specify target speed and course. It can also simulate
realistic lateral maneuvers, represent the effects of tar-
get-control-system time constants, and specify axial de-
celerations. Preprogrammed maneuver sequences rep-
resent the characteristics of typical threat targets. In
addition, target glint characteristics related to the orien-
tation of the target body may be simulated.

Ship System Representation

To represent a ship system tracking a target, the
simulation uses a representation of the SPS-48E search
radar and the AN/SYS-2 tracker, or a simplified repre-
sentation of the AN/SPG-55B tracking radar, as appro-
priate. Timing functions critical to missile operation
(such as illuminator assignment) are also simulated, as
is the generation of the uplinked target position and
velocity data.

Missile Representation

In Fig. 3, each indicated subsystem of the SM-
2(ER) Block II missile is represented in considerable de-
tail. For example, the seeker subsystem (shown in more
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Figure 3 — Simulation of the overall Terrier Weapon System.
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Figure 4 — Simulation of the seeker subsystem.

detail in Fig. 4) includes (a) a detailed representation of
the target-missile-SOJ-illuminator geometry; (b) a 3D
model of radome errors; (c) 3D representations of the
antenna sum pattern, the azimuth and elevation differ-
ence patterns, and the ancillary pattern; (d) relative
power levels of the signal returned from the target and
the SOJ and thermal noise signals; (e) a representation
of receiver signal processing; and (f) a simplified repre-
sentation of the seeker servo track loops. This portion
of the simulation executes at the actual receiver sam-
pling rate. It provides a way to assess the effects of ther-
mal and SOJ-induced noise on missile performance.

The guidance simulation represents both the
midcourse guidance equations and the adaptive termin-
al guidance filters, using the actual iteration rate of the
hardware. Radome compensation feedback, accelera-
tion command limits, antigravity bias, and burnout
compensation are also included.

The representation of the missile autopilot has
been simplified by eliminating body mode and other
high-frequency filtering, thus permitting more econom-
ical simulation runs. Enough detail has been main-
tained to represent autopilot response to about 3 Hz,
which is sufficient to assess the effect of radome errors
and aerodynamic roll-yaw-pitch coupling on guidance
performance.

The simulation has a very detailed 3D represen-
tation of the SM-2(ER) missile aerodynamics, including
normal force, axial force, moment, and cross-coupling
coefficients that are functions of Mach number,
aecrodynamic roll angle, angle of attack, and tail
deflections. This representation is based on extensive
wind-tunnel testing that encompasses the range of
conditions expected during missile flight.

The representation of the missile propulsion in-
cludes modeling of rocket motor thrust and of missile

weight and center of gravity as a function of time from
ignition.

Implementation and Application

The simulation is resident in the Laboratory’s
IBM 3033 computer system, where it executes approxi-
mately two times faster than real time. The basic cycle
rate of the simulation through midcourse phase is 20
Hz; i.e., computations are performed every 50 ms of
simulated flight. At the start of the homing phase while
the seeker is attempting to acquire, the cycle rate is in-
creased to the computation rate of the actual receiver.
After the start of homing guidance, the computation
rate is doubled to better represent the effects of noise in
the autopilot and aerodynamics portions of the
simulation.

This simulation has been used in a number of
studies to determine the effectiveness of the SM-
2(ER)/Terrier system in stressful operating environ-
ments, including combinations of high target speeds,
high intercept altitudes, maneuvers, and SOJ’s. In a
typical simulation study, an intercept point is chosen
and nominal runs are made (without noise or tolerance
effects). The simulation automatically stores the condi-
tions that exist at the start of the homing phase on a
disk file for use as initial conditions in sets of Monte
Carlo runs. In the Monte Carlo runs, the principal sto-
chastic errors affecting guidance are introduced, includ-
ing midcourse guidance errors (missile inertial reference
unit initialization and drift error, obtained using a
covariance propagation procedure, and target track
error), head rate gyro bias, thermal and SOJ-induced
noise, and target glint and fading. Ensembles of 20 to
50 Monte Carlo runs are used to estimate the distribu-
tion of miss distances that would occur in the chosen en-
vironment. Ordnance effectiveness estimates also can
be provided by means of an interface to the aforemen-
tioned APL endgame simulation,
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AN ANALYSIS OF AERODYNAMIC REQUIREMENTS
FOR COORDINATED BANK-TO-TURN AUTOPILOTS

A. Arrow and L. L. Cronvich

Desirable aerodynamic properties were evalu-
ated for an airframe that is to be controlled using bank-
to-turn (BTT) steering. Both aerodynamic and autopi-
lot design goals were considered. The evaluation was
performed by comparing two planar missile airframes
that have the potential for improved BTT control but
have different aerodynamic properties. The comparison
was made with advanced level autopilots using both lin-
ear and nonlinear three-dimensional aerodynamic mod-
els to obtain realistic missile body angular rates and
control surface incidence. Critical cross-coupling ef-
Sfects were identified, and desirable aerodynamics were
recommended for improved coordinated BTT (CBTT)
performance. In addition, design and analysis tech-
niques were recommended for developing autopilot
control laws that can provide improved CBTT per-
formance.

BACKGROUND

Although it has long been understood that BTT
controlled missiles have the potential for better maneu-
verability and drag reduction than conventional cruci-
form, roll-stabilized, skid-to-turn controlled missiles,
limitations in interrelated subsystem technology have
delayed the development of BTT control systems.
Major technological advances during the past decade
(e.g., the availability of advanced on-board digital
computers) have made BTT control feasible in spite of
the added complexity of the control laws of the auto-
pilot. Many programs' were initiated during the past
decade to improve a missile’s capability by means of
BTT control. As pointed out in Ref. 1, those studies
uncovered several areas where potential problems may
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arise with BTT control. One area is missile guidance
instability arising from a critical coupling loop formed
by the BTT roll angle command. To reduce the gain in
this loop and thus increase stability, the seeker must
improve the decoupling of missile roll rate from the
guidance signal. Radome aberration errors at radio
frequencies and antenna stabilization errors are major
sources of coupling. The problem is now under study.
Meanwhile, simplified guidance studies® that neglect
radome effects and assume coordinated missile motion
have shown that CBTT can provide acceptable homing
performance with roll rates that are not excessive for
autopilot control.

The objective of this investigation was to deter-
mine what types of aerodynamic properties are desir-
able for an efficient CBTT autopiiot (which implies
small control surface effort, small sideslip, and high
relative stability for a required acceleration response in
the desired maneuver plane). Two planar airframes
(Fig. 1) that have potential for CBTT control and have
sufficiently different aerodynamic properties® were se-
lected for study.

DISCUSSION

Airframe Configurations

The two airframes shown in Fig. 1 were sized to
provide the realistic mass properties needed for the
study. The weights and moments of inertia differ only
slightly for the two configurations, except for the mass
moment of inertia in roll of the elliptical configuration,
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(a) Circutar - (b) Elliptical

Figure 1 — Models of missiles having potential for
improved BTT control.

which is nearly three times larger than that of the circu-
lar configuration.

On the other hand, the aerodynamic properties
are quite different (Table 1). The circular configuration
is stable in pitch and roll but unstable in yaw, whereas

the elliptical configuration is stable in yaw and roll but
nearly neutrally stable in pitch. The elliptical configura-
tion can generate a given maneuver in pitch at a lower
angle of attack than can the circular, but it needs a high-
er angle of sideslip than does the circular to generate a
maneuver in yaw. The control authority (control
moment per degree incidence) of the elliptical configur-
ation is somewhat smaller because of the requirement
for a skewed hinge line. Both have control coupling mo-
ments that approach the control authority at very high
angles of attack.

The performance comparison of these two air-
frames using CBTT control was made for a flight con-
dition of Mach 3.95 at 60,000 ft altitude, with missile
maneuvers requiring large enough angles of attack to
exercise sideslip control.

Bank-to-Turn Autopilot

Missiles with only one plane of symmetry should
use an autopilot that forces the missile to bank in order
to turn, similar to an aircraft, so that the steering ma-
neuver occurs with the airframe oriented in a specified
or preferred maneuver direction with respect to the in-
coming airstream. BTT control may also be used to en-
hance the performance of cruciform airframes.

CBTT is missile motion that is conrdinated so as
to minimize sideslip or yaw acceleratiop. An autopiicy
suitable for CBTT control is shown %1 Fig. 2. Inertial
acceleration commands are applied in polar coor-
dinates; i.e., the magnitude of the command, »_, is ap-
plied to the pitch autopilot, and the direction, ¢, is ap-

Table 1 — Comparison of aerodynamic characteristics
of circular and elliptical airframes.
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elliptical

elliptical

Pitch Channel Yaw Channel Roll Channel
Characteristic Circular Elliptical Circular Elliptical | Circular Elliptical
Stability Stable Nearly Unstable Stable Stable More stable
neutral than
circular
Force per unit angle | Moderate | Larger than| Larger than| Small
of attack/sideslip circular elliptical
Control authority Larger than | Moderate Larger than | Moderate | Larger than | Moderate

elliptical

Ratio of control
coupling to control
authority

Neglected

Roll to yaw
(C'usR /C,,by )

small at low a, ap-
proaches unity at
very high

Yaw toroll
(C{B v /C"‘R )

small at low a, ap-
proaches unity at
very high o
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Figure 2 — CBTT control concept.

plied to the roll autopilot. The yaw autopilot is slaved
to the roll autopilot to minimize sideslip angle by coor-
dinating the missile yaw and roll motion. The achieved
maneuver plane or inertial acceleration in rectangular
coordinates (y, and 7,) is determined by resolving
achieved body-fixed accelerations (5, and n,) through
the missile roll angle, ¢.

The CBTT steering policy for the autopilots of
the circular and elliptical airframes was chosen to
achieve maximum maneuverability from the airframes.
Because the magnitude of the polar inertial command is
applied to the pitch autopilot, only positive angles of at-
tack are commanded. Therefore, the missile is forced to
roll about its velocity vector to change maneuver direc-
tion, and roll attitude changes of 180° can occur. Coor-
dinated motion or zero sideslip angle is achieved by di-
recting the body-fixed pitch axis of the missile at the
missile velocity vector so that there is no component of
missile velocity along the body-fixed yaw axis. When an
upward maneuver is commanded (i.e., ¢ = 0), the mis-
sile body moves upward with its pitch axis directed at
the velocity vector until it reaches the desired maneuver
level or angle of attack. No roll motion is required to
maintain coordination for this maneuver.

As was noted earlier, a fixed flight condition
(i.e., constant altitude, Mach number, missile weight,
and moments of inertia) was selected for these prelimi-
nary performance studies of circular and elliptical
airframes. Fixed flight conditions are typically used in
preliminary autopilot designs to identify and address
critical areas of concern. When the autopilot require-
ments are satisfied at fixed flight conditions, areas of
concern introduced by time-varying flight conditions
are then addressed. A series of acceleration commands
was applied to reveal the critical problem areas for
CBTT control. In particular, the first command (a
climb) was applied to cause the missile to increase angle
of attack without a corresponding roll maneuver (i.e.,
to pull an upward maneuver from a trimmed cruise
attitude). The second command (a dive) forced the
missile to roll about its velocity vector while at an angle

.

of attack that would require sideslip control and could
result in kinematic and inertial coupling problems.

The first phase of the design approach for the
CBTT autopilot was to design each channel indepen-
dently with all coupling between channels removed.
This approach reduced the problem to the well-estab-
lished linear and nonlinear design techniques of roll-sta-
bilized, skid-to-turn missile autopilots. Sufficient high-
frequency attenuation was added for actuator and
missile elastic mode frequencies so that the resulting
missile body angular rates and control surface motion
represented a practical missile design. A relationship
was established among the relative speeds of response
of the uncoupled channels in order to meet CBTT re-
quirements. The acceleration response of the pitch
channel must be the same as the required response in the
desired maneuver plane to satisfy a climb maneuver
when the roll and yaw channels are not required. The
roll channel must have an attitude response that is at
least as fast as that of the pitch channel so that the mis-
sile may be rolled around the velocity vector fast
enough to achieve the required maneuver plane re-
sponse. To coordinate missile motion or to minimize
sideslip, the response of the yaw channel must be faster
than that of the roll channel to which it is slaved.

The second phase of the design approach for the
CBTT autopilot was to use a linear design and analysis
technique to predict (and adjust when necessary) the
stability of the coupled autopilot and the quality of
sideslip control. In addition, the influence of cross-cou-
pling (aerodynamic, kinematic, and inertial) was iso-
lated in order to reveal ideal airframe characteristics for
CBTT. The combination of linear analysis and non-
linear 3D analysis identified the limitations of CBTT
control of the circular and elliptical airframes investi-
gated and the importance of the various aerodynamic
parameters in establishing satisfactory CBTT control.

Critical Coupling for CBTT Control

Critical coupling paths have been identified that
may limit the performance of a missile using CBTT
control. These paths are illustrated in Fig. 3. The auto-
pilot in Fig. 2 is shown in more detail in Fig. 3. Pitch,
roll, and yaw dynamics are controlled through the mo-
tion of tails driven by servos. Pitch and roll tail servo
commands are determined by comparing the inertial ac-
celeration command from the guidance computer with
sensor measurements from the missile dynamics. The
coordination command to the yaw channel is compared
with the yaw sensors to command the yaw tail servos to
minimize sideslip.

The roll and yaw dynamics are shown coupled in
Fig. 3 by control coupling moments and yaw-induced
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commandl
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couplingw

moments Y
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Figure 3 — Critical coupling paths for CBTT control concept.

roll moments. This aerodynamic cross-coupling, which
also exists in roll-stabilized missiles, becomes more se-
vere with high angles of attack and may reach a condi-
tion for which the control capabilities are exceeded and
the missile becomes uncontrollable. The critical cou-
pling path at high angles of attack for roll-stabilized
missiles (formed through yaw-induced roll moments
and the kinematic cross-coupling of roll rate into yaw
dynamics) is not critical for CBTT because the yaw-in-
duced roll moment is now stabilizing, as is shown by the
roll stability in Table 1. However, the kinematic cross-
coupling of roll rate into yaw dynamics is critical in
CBTT because it produces large sideslip, which is
counteracted by the coordination command. The coor-
dination command, which forces the missile yaw
angular rate to counteract the effects of the kinematic
coupling on sideslip, forms the critical coupling path
shown by the heavy black lines in Fig. 3. This coupling
path was identified in linear analysis and verified by
nonlinear 3D simulation studies. It influences the rela-
tive stability in the coordination command branch that,
in turn, determines the quality of sideslip control.
Reduction of the ratio of control coupling (yaw to roll)
to control authority alleviates this problem (Table 2).

Another critical coupling path formed by BTT
control that was not critical in roll-stabilized missiles is
inertial and kinematic cross-coupling between pitch and
yaw dynamics, shown by the heavy gray line in Fig. 3.
This coupling is more severe with increasing missile rolt
rate. Identified by means of nonlinear 3D simulation

studies, it causes transients in the form of overshoots
and undershoots in the maneuver plane acceleration re-
sponse. The transients may also result in a slower ma-
neuver plane acceleration response.

RESULTS

The performance of CBTT autopilots was found
to be limited by aerodynamic, kinematic, and inertial
cross-coupling. The desired aerodynamic characteristics
that would alleviate these limitations are outlined in
Table 2. Some of the significant findings were the
unexpectedly small effect of yaw stability on controlling
sideslip, the importance of induced rolling moment
resulting from yaw control (C;, )on autopilot stability,
and the probable need of some pitch stability to lessen
the effect of the pitching moments from kinematic and
inertial coupling from the yaw channel into the pitch
channel.

The yaw stability of the elliptical airframe was
not sufficient to influence significantly the sideslip con-
trol; therefore, the required yaw stability is still an is-
sue. The control cross-coupling C,, tended to degrade
autopilot stability, while the cross-coupling C"a
(induced yawing moment resulting from roll control)
had little effect for the condition studied. Therefore,
C,A should be kept small relative to control authority,
C,by (see Table 2), in order to reduce its influence. As

noted in Table 1, this requirement may be met at low to
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Table 2 — Desired aerodynamic characteristics for CBTT control.

Type Pitch Channel Yaw Channel Roll Channel

Stability Neutral or stable | Stable or neutral Moderate
still an issue still an issue (Cy <0
(C,,,“ < 0) (C,,d =0)

Force per unit Large

angle of (Cn, >>0,Cyd <<0)

attack/sideslip ¢

Control Large to minimize control effort

authority (Cmap , C,,éy , C"SR >>0)

Ratio of Not yet determined Minimize

control coupling (Cay ) (Cpy <<Cy )

to control Rk Y R

authority

moderate angles of attack but may be difficuit to meet
at high angles of attack. Moderate roll stability is desir-
able because it reduces the transients in the maneuver
plane acceleration response resulting from kinematic
and inertial cross-coupling between pitch and yaw chan-
nels through roll rate and is not critical for autopilot
stability. Too much roll stability might require excessive
roll control to carry out the roll needed to place the
missile in the correct attitude for the pitch maneuver.

The pitch stability of the circular airframe was
not sufficient to influence significantly the pitching
moments from kinematic and inertial coupling from the
yaw channel. An increase in pitch stability, however,
will require increased pitch control to achieve a given
maneuver. On the other hand, nearly neutral stability
minimizes the control requirement but offers no
resistance to the coupling from the yaw channel. The
desired pitch stability for CBTT control is another issue
to be resolved.

Because the elliptical airframe achieved the de-
sired performance at the selected flight condition with
less autopilot complexity than did the circular airframe,
it merits further CBTT investigation. Additional studies

should include a range of dynamic pressures (a function
of Mach number and altitude) and possibly higher
called-for accelerations before one can safely conclude
that the aerodynamic characteristics of such an air-
frame are those desired for CBTT control.

More details may be found in Ref. 4.
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COMPARISON OF DISCRIMINANT SETS
FOR AUTONOMOUS SHIP CLASSIFICATION

F. W, Riedel

The autonomous classification of ship targets by
a cruise missile is based on features or image discrimi-
nants that characterize the ship classes of interest.
Three different types of discriminant sets have been
compared to determine their ability to classify and dis-
tinguish idealized ship images.

BACKGROUND

Long-range, low-flying antiship missiles require
a classification capability in order to reject noncombat-
ant and friendly ships and to select high-priority targets
from an enemy battle group. Because data links at long
ranges are impractical, the missile must operate autono-
mously (i.e., without human intervention). The resolu-
tion needed for classification and the small size of a
missile-compatible sensor suggest the use of an imaging
infrared seeker. One approach to the problem of
identifying and classifying a ship is to use pattern
recognition methods on infrared images. However, no
recognition algorithm will perform better than the in-
formation input to it. It is therefore critical to identify a
set of discriminants (image descriptors) that can distin-
guish various ship images.

An important characteristic of discriminants is
invariance. To minimize computer storage require-
ments and to ease the burden on the classification algo-
rithm, the discriminants should be independent of
changes in uncontrollable variables such as weather and
diurnal effects. They should also be unaffected by ship
operation (i.e., at full steans or at anchor) and immune
to countermeasures. To reduce sensitivity to these
effects, the discrimination procedure does not use infra-
red intensity. Rather, the procedure converts infrared
images into one-bit silhouettes, thereby retaining only
geometric shape information. The problem is thus re-
duced to a determination of discriminants that
characterize ship shapes.

Target ship range and aspect angle are also im-
portant considerations. Because range information is
not available from a passive sensor, the discriminants
should be independent of it. Also, because a missile
might locate a ship at any aspect, the discriminants
should be able to characterize the ship at all aspect
angles.

DISCUSSION

The approach used to compare the discriminants
is to perform recognition experiments using each type.

Any investigation of pattern classification methods re-
quires data. Because the usefulness of a particular type
of discriminant may vary with the particular patterns to
be classified, only ship images — not contrived shapes
(crosses, squares, circles, etc.) — should be used. It is
desirable to have ship image data that are noise-free and
undistorted. Tolerance to noise and distortion will be
evaluated after the initial discriminant comparison. In-
frared images have intensity variations that depend on
the temperature of the target and the background, and
on atmospheric attenuation. These intensity variations
are greatly influenced by the relative orientations of the
sun, the target, and the sensor; cloud cover for the pre-
vious several hours; weather; diurnal variations; etc. In
addition, they can be altered intentionally. For these
reasons, infrared intensity variations probably are not
good features for recognition. It is desirable to have
basic characteristics that are less sensitive to uncon-
trolled variables.

The geometric shape of the ship is invariant to
such changes. Also, the shape can be measured using
optical wavelengths. Therefore, data were generated at
APL by digitizing television images of 1:1250-scale ship
models. The data base consists of 315 images of five
ship classes, i.e., the aircraft carrier Kiev, the cruisers
Kresta II and Kashin, the destroyer Krivak, and a West
German tanker. Data from all aspect angles are not
required for this comparison, although they would be
when designing a complete system. Images were taken
at 21 aspect angles ranging from 10° port to 100° star-
board, and at three simulated ranges. The depression
angle was approximately 2°, simulating the view from a
low-altitude missile. The data are well calibrated, of
high resolution, and noise-free. The results of this com-
parison are thus independent of the characteristics of
any particular sensor. Only minimal processing was re-
quired to convert the data to one-bit silhouettes.

The 1-nearest-neighbor classification algorithm
was selected for these experiments. This classifier is well
documented in the literature and has analytical justifi-
cation, at least in the limit of a large number of sam-
ples. A typical recognition experiment would proceed as
follows.

Certain images are selected as known
prototypes. For this study, the prototypes are usually
the 5 nmi data, with aspect angles equal to integral mul-
tiples of 10°. The discriminants are calculated and
stored as vectors. The remaining images are the un-
known samples to be classified. The discriminants are
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calculated for each of these unknown samples, and the
distance (according to some metric or distance measure)
is measured from an unknown sample to each of the
prototype discriminant vectors. Various metrics and
weightings are examined; however, all the results
presented here use the metric induced by the L, (ab-
solute value) norm. The 1-nearest-neighbor algorithm
assigns the unknown image to the class of the nearest

prototype.

RESULTS

The first type of discriminant investigated was
moment invariants. First proposed by Hu' and later
extended by Dudani et al.,> moment invariants are a set
of seven combinations of central moments that are
invariant under translation within the field of view,
rotation within the field of view, and reflection. Range
(scale) invariance can also be imposed at the expense of
reducing the set from seven to six. The seven moment
invariants were computed for both the sithouette im-
ages and for images consisting of only the border or the
boundary of the ship. When combined, the set con-
tained 14 discriminants (12 if range invariance is im-

posed).

Figure 1a shows the percent of misclassifications
when the range to the unknown ship being classified is
assumed to be known. The fact that the result for the
combined silhouette and border is better than either
taken individually indicates that there is independent in-
formation in the combination. The dependence on
range seems erratic, although the 2.5 nmi unknowns are
always classified most accurately.

For the next recognition experiment, range was
assumed to be unknown (i.e., range invariance was im-
posed). The results are shown in Fig. 1b. Notice that the
classification performance degrades significantly.
Again, performance for the combined data is better
overall but only slightly better than for the silhouette-
only data; also, range dependence is erratic.

Aspect dependence was also investigated.? Al-
though most misclassifications occurred for near bow
aspect angles, the misclassification rate for near quar-
tering and near broadside aspects was approximately
12%.

The second type of discriminant investigated was
a set of two-dimensional orthogonal transform coef-
ficients. The Walsh-Hadamard (W-H) transform* was
selected because its basis functions consist of square
waves with values of +1 and - 1. As such, this trans-
form is natural to use with one-bit ship silhouettes. Fast
transform algorithms are also available.

Unknown samples: Prototypes — 5 nmi data

198 at 2.5 nmi SR 105 at 10 nmi
@ 45 at 5 nmi N Combined — 248
25
(a)
20— -
15— =
1ol -
" 5 -
8
g0
% 35
2 (b)
2
€ 30+ —
kS
g
g 25— —
g
:
20— —
15 ]
10— —
5+ —
0 Silhouette Border Silhouette and
moment moment border moment

invariants invariants invariants

Figure 1 — The percentage of misclassifications and
range dependence; (a) range is assumed to be known; (b)
range is assumed to be unknown.

The W-H transform does not exhibit the desired
invariant properties. A method was devised to provide
invariance to translation within the field of view and to
scale changes. Extensions of the method could also
provide invariance to rotation within the field of view.
The method consists of first finding the smallest rec-
tangular box containing the ship, regardless of its
location within the field of view, and then dividing the
box into N by M elements, where N and M are fixed
regardless of box size and width-to-height ratio (N = 16
and M = 64 were used). The new N by M array is
resampled and transformed using the W-H algorithm.
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The transform coefficients are elements of the discrimi-
nant vector.

The normalization procedure described above
suggests another type of feature, i.e., the N by M bina-
ry-valued elements of the resampled array. The number
of elements in an unknown image that have the same
values as corresponding elements in a prototype image
is a measure of image similarity. This measure is a bina-
ry correlation.

Figure 2 illustrates the results for the W-H trans-
form and the binary correlation method. The number
of W-H coefficients used is a parameter in the figure.
The misclassification rate is about 4 to 5% for the W-H
method and 3% for the binary corrrelation method.

The misclassification rate as a function of aspect
angle was also examined. For combined near quartering
and near broadside aspects, the misclassification rate
for the W-H method (36 coefficients) was less than 5%
and for the binary correlation method, less than 4%.
The normalization procedure described above resam-
ples bow aspect views at a higher sampling rate than for
quartering or broadside aspects. This higher sampling
rate resulted in very good classification performance at
near bow aspects for the ideal, noise-free images used in
this study. These results suggest refinements to the pro-
cedure that are discussed further in Ref. 3.

CONCLUSIONS

This paper presents early results from an in-
vestigation to identify discriminants that are well suited
for autonomous ship classification. It was concluded
that both the W-H method and the correlation method
perform better than the moment-invariant method.
Moreover, techniques to improve both methods have
been identified.’

Autonomous ship classification is a complex
task in which environmental effects, sensor parameters,
image processing, and classification algorithms as well
as discriminants must be examined. Results from this
discriminant comparison provide valuable insights into
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Figure 2 — The percentage of misclassifications and
range dependence using the Walsh-Hadamard trans-
form coefficients and the correlation method.

the design of a complete classification system for long-
range, low-flying antiship missiles.
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GRAPHITE ABLATION MEASUREMENTS

R. W. Newman, C. H. Hoshall, and R. C. Benson

A test apparatus has been developed to measure
graphite ablation rates. Mass loss measurements were
made on ATJ graphite samples in CO, CO,, argon-
H,0, air-H,, O,, and simulated Shelldyne-air environ-
ments. The results have been used to improve our ana-
Iytical model of graphite ablation in supersonic ramjet
combustors.

BACKGROUND

The diffuser, combustor, and nozzle compon-
ents of ramjet and supersonic-combustion ramjet
(scramjet) engines have internal gas flows that are high-
ly oxidizing and structural temperatures that exceed the
melting points of most metals. Carbon and grapite ma-
terials can be used, but they ablate. For satisfactory
scramjet engine performance and durability, the a-
mount of ablation must not exceed prescribed limits;
therefore, analytical methods must be available for pre-
dicting the amount of ablation.

Computer codes have been developed for pre-
dicting the rate of ablation; however, the necessary ki-
netic data relating mass loss rate to pressure, tempera-
ture, surface material, and environmental gas species
are not usually available. Consequently, experimental
data taken under controlled, well-defined environmen-
tal conditions are needed to enhance the theoretical pre-
diction of carbon/graphite ablation.

DISCUSSION

Analytical Model

The ablation of graphite in a scramjet combustor
environment is a complex process in which the combus-
tor liner is heated by the hot combustion gases to a tem-
perature at which the graphite reacts with some of the
combustion gases. This reaction either absorbs or liber-
ates heat, raising or lowering the surface temperature in
turn. The process is currently being modeled using an
APL version of the Charring Materials Aolation
(CMA) computer code.' Values of mass loss parameter
(8’) are input to CMA, assuming the reacting products
at the surface are in chemical equilibrium (not
necessarily true). A test apparatus has been developed
to measure ablation mass loss rates from ATJ graph-
ite,23 and the results have been used to refine our ana-
lytical model.4¢ In addition, an analytical procedure is
being developed to convert the subsonic flow conditions

of the test model to the supersonic conditions of the
combustor environment.

Apparatus and Test Procedure

Figure 1 is a simplified block diagram of the test
apparatus. The graphite specimens are pellets machined
from ATJ graphite and placed in close-fitting rings
made of the same material. The rings shield the sides of
each pellet and prevent rounding of the edges by the re-
active gases. This techique provides an effective yet eas-
ily implemented simulation of a continuous surface. In
this series of tests, a shield made of the same material
was used in addition to the pellet and ring. Typical di-
mensions of the pellets were a diameter of 3.3 mm (0.13
in.) and a length of 1.78 mm (0.07 in.); the typical
weight was approximately 23 mg. The outside diameter
of the rings was typically 5.6 mm (0.22 in.).

The specimen, ring, and shield were heated by
placing them on an electric heater (insert, Fig. 1), which
was also made of ATJ graphite. Heating was accom-
plished by radiative and conductive transfer from the
heater. To measure the recession rate, the test chamber
was purged with argon, and then the specimen was
raised to operating temperature. Reagent gases metered
through choking orifices and controlled by solenoid
valves were turned on manually; the gases passed
through the nozzle onto the specimen until the gas flow
and the heater power were turned off automatically by
a preset timer.

Recession rates were determined by weighing the
part of the specimen remaining at the conclusion of the
test, thereby determining weight loss. The specimens
were also measured with a micrometer for comparison
with the initial dimensions. The amplitudes of critical
variables indicated in Fig. 1 were recorded with a Visi-
corder during each test.

TEST RESULTS

The measured ablation rates from 40 tests (Table
1) have given us a better picture of the ablation process
at the surface of ATJ graphite. When comparable data
are available in the literature, they are in good agree-
ment with out test data.”® The results for simulated
Shelldyne-air mixtures (Fig. 2) indicate that at 3500°F,
CO, and O, react with the ATJ graphite at the diffus-
ion limit to form CO. At 2000°F, they react at about
half the diffusion-limited rate. If a water vapor reaction
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]
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Figure 1 — The test apparatus for graphite ablation measurements.

H,0 + C - H, + COis assumed, the measurements
show that only half the water reacts in this manner.

Recession rate data taken at various gas veloci-
ties correlate well with the theory that, in the diffusion
limit, the ablation rate is directly proportional to the
enthalpy-based heat transfer coefficient (4;). An impor-
tant finding of this test program is that at 3500°F, CO,
and H,0 both react with ATJ graphite. Even at temper-
atures as low as 2000°F, CO, reacts with the surface.
This finding is especially important for high equiva-
lence ratio (ER) gas flows, for which little O, is avail-
able but for which there is an abundance of CO, and
H,0. Previous thermal analyses of materials under
these conditions will be reanalyzed using a reacting CO,
and H,0 chemical model.

Extrapolation of Test Data to Flight Conditions

An analytical procedure® has been developed
and is currently being evaluated. The evaluation will
take ablation rates measured under subsonic and per-
pendicular flow conditions and transform them into

NORL, QUL A R
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supersonic ramjet combustor flight conditions where
the flow is supersonic and parallel to the surface. The
transformation between flow conditions is made by

plotting
o (5 (5,5))

against 1/T, where

m = measured ablation mass loss rate,

p = density of ablator,

B = m/hi;

B, = same as 8 except that m is replaced by a

calculated diffusion-limited mass loss rate
(md).

The curve is independent of flow because the flow con-
ditions are accounted for by A,.

Reaction Gas Products Measurements

One limitation of the current test procedure is
that while the amount of carbon mass loss is known, the
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Table 1 — Test conditions (identified by run number).
Sample Temperature (*F)
2000 2500 {3000 3500 4000 4500
1* |166] 1 1 1 16.6 20 1 10 | 1

Air

<400 ppm H,0 4 3 16,17 5.8 |1,2

4.5% H,0 21 20

6.5% H,0 12 13 14 11 18,19 9,10 15
Simulated Shelldyne-air

ER =03 24 25,26 22,23

ER = 0.6 27 28,29

ER =10 30 31,39 40
0,

6.5% H,0 36
CO,

<400 ppm H,0 4

6.5% H,0 33 32
co 38

6.5% H,0 35
Argon

6.5% H,0 37

*Nominal velocity (m/s) of gas based on room-temperature gas exiting from nozzle.

0.3

® I | | |
3
€02 - n
-] -
e Predictions, assuming reactants — ~
3 that form CO \»
2 0.1 = = =03, COz, and H,0
g ) 02, CO2, and 1/2 H20 ]
@« —'—02 and C02

@  Test data
0 | 1 | |
0 0.2 04 0.6 0.8 1.0
ER

Figure 2 — The recession of carbon in Shelldyne-air
mixtures; surface temperature = 3500°F; flow is normal
to the surface at 1 mvs.

chemical reactions that take place are not. An improved
test procedure is being developed to solve this problem
by measuring the reaction product concentrations at the
surface using a Raman scattering technique.

Following the preliminary bench checkout of the
coherent anti-Stokes Raman scattering (CARS) appar-
atus, a test was made using the ablation apparatus. The
broaband dye laser spectrum was adjusted so that CO
and N, were detected simultaneously. Several ablation

runs were made with the carbon temperature at about
3000°F and the airflow at approximately 1 m/s. The
CO and N, CARS signals were compared with their
corresponding calibration signals. The results were en-
couraging; however, modifications of the ablation ap-
paratus and improvements to the CARS system will be
required before accurate measurements can be made of
CO gas concentrations as a function of distance above
the ablating surface.
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SYSTEM DATA RECORDER FOR THE
" PERSHING II WEAPON SYSTEM
A C. C. Rodeffer snd D. B. Kratz
;28
3908
t f An instrumentation set has been built to be de- system. The instrumentation used with the deployed
1N ployed tactically with the Pershing II weapon system. It Pershing 1a system had proved valuable in gathering
is transparent to the tactical system, can be built for a data not only for the annual evaluation report but also
- relatively low cost per unit, and has a menu of instru- for supporting the Army’s Pershing Project Manager
mented parameters that can be changed as the need and the prime contractor, Martin Marietta, in locating
y ' arises by firmware changes in the instrumentation system problems. Experience also confirmed that if the
: 'x{-‘ equipment. inventory of instrumented parameters could be varied
! readily, the instrumentation set would be even more
valuable in locating postdeployment problems. Further-
e BACKGROUND more, if such an instrumentation concept were inte-
5 % . L . grated into the weapon system at an early stage in its de-
g N _ Currently, Pershing 1a missiles are on Quick Re- sign, a more powerful instrumentation capability could
4 action Alert (QRA) status in West Germany. The Labo- be achieved with little increase in cost.
& ratory serves as an independent evaluator of the Per-
l_‘, shing weapon system and prepares an annual evaluation A plan was approved in 1978 by the Pershing
—r report for the Commander in Chief, U.S. European Project Manager for the Laboratory to work with the
s Forces, for submission to the Joint Chiefs of Staff. The weapon system’s prime contractor in developing a low-
same function will be performed for the Pershing Il cost System Data Recorder (SDR) that would be inte-
weapon system after deployment. grated with the tactical system and would be able to

change the inventory of recorded parameters by chang-
ing only the firmware in the SDR.

The principal responsibilities of APL center
around determining realistic measures of performance,
including weapon system reliability, weapon system
accuracy, communications reliability, and reaction DISCUSSION
time. In order to fulfill this responsibility, an indepen-
dent, separate record of events surrounding those ele-
ments of the Pershing force on QRA status must be ob- Physical Description
tained. APL uses dedicated data collectors and ground
instrumentation to acquire such a record for the cur-
rently deployed Pershing 1a system.

Figure | shows the SDR with its front cover
opened. A combination mounting/carrying handle is
bolted to its top. The configuration weights 63 1b and
A new configuration for the ground instrumen- requires less than 80 W of the single-phase, 60-Hz pow-
tation had to be developed for the Pershing II weapon er used by the weapon system. The two cartridge drive k¥
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© 3 Figure 1 — The System Data Recorder.
"V 3 units use an industry standard 3M four-track cartridge;
: each cartridge can hold at least 1 x 10° words of 16
- bits each. When one cartridge is full, the SDR automat-
- § ically switches to the next cartridge drive unit. The con-
. trol and primary display for the SDR are afforded by
the pocket terminal shown in Fig. 1. The operator car-
N ries the pocket terminal with him; thus, there does not
N have to be a terminal for each SDR, saving space and
v weight for an equivalent keyboard and display.
X
AL The philosophy followed to minimize the cost of
' the SDR is to use off-the-shelf components with as little
modification as possible. In addition, virtually no mod-
gl ification to the tactical weapon system is required; only
P d minimal provisions were made to acquire the necessary

signals. The SDR comes complete with its own weather-
proof enclosure; cables for signal, power, and ground-
ing; and a combination mounting/carrying handle to

:‘!3 suspend the SDR from a catwalk on the erec-
- tor/launcher.

k- The equipment has been designed to meet the
. weather conditions expected in Europe and the United
N States and to meet the full electromagnetic pulse/radio
<) frequency interference specifications for the tactical
£z equipment. In effect, the design makes the SDR a part

of the weapon system’s Faraday cage.
< The SDR is buffered directly in parallel to the

-}: 38 16-bit input/output (I/0) bus of the tactical launch
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computer. The data pulses on the bus are only about
110 ns long, and the time between words on the bus can
be as little as 1.7 us. The'most reliable and conventional
way to transmit such data would be to use dual dif-
ferential line drivers and to match the lines all the way
to the SDR, with the SDR placed as close as possible to
the launch computer. However, for economy, only a
single-ended line-driver scheme was made available to
the SDR, and the SDR had to be mounted approximate-
ly 10 ft from 1ne tactical connector to the launch com-
puter. In order to improve the signal-to-noise ratio to
the SDR and to further isolate it from possible interfer-
ence with the launch computer, an active buffer and
transmission line matcher were designed to be part of
the signal cable. Those circuits were miniaturized and
incorporated in an elongated backshell right at the sig-
nal cable connector that mates with the tactical connec-
tor to the launch computer.

Functional Description

Functionally, the SDR is connected to the 1/0
bus of the Pershing launch computer (PLC) and can re-
cord information going to or from it. The SDR is trans-
parent to the PLC when connected to the 1/0 bus. The
tactical software is not required to slow down to accom-
modate the presence of an SDR, and the PLC does not
require a READY or A\CKNOWLEDGE signal from the
SDR. Therefore, the SDR is completely passive as far as
the PLC is concerned, and the SDR is designed to send
no signals back to the PLC.

The central processing unit (CPU) puts out alter-
nate address words and 16-bit data words on the 1/0
bus. The address word is put out on the 1/0 bus, enabl-
ing the particular interface or data link for which the
data that follow are intended (see Fig. 2). The CPU then
loads the 16-bit data word on the 170 bus. All the vari-
ous interface devices and data links see the data word,
but only the one just addressed receives the data word
and begins to condition and transmit it to the proper lo-
cation. The interface or data link receiving data from
the CPU will not be ready to receive additional data un-
til its circuits are cleared and it has received an
ACKNOWLEDGE signal from the receiving device. The
CPU can service other interfaces or data links while a
particular device is receiving and acknowledging a data
word.

A 16-bit parallel interface is required in order for
the SDR to be able to receive and interpret all the infor-
mation on the 1/0 bus. The instrumentation interface
(1/1) card in the PLC provides such an interface for the
SDR. Another section of the 1/1 card does a parallel-to-
serial conversion of the data; the output is planned for
use only at firing ranges in the United States. The




tactical software in the PLC stores an inventory of data PLC

A % elements of an instrumentation nature that are ad- — :
. L4 -’ .
Y dressed to the I/1 card. The normal mode of the SDR is e+ Interface  fu-] Ereﬁ}ggt';‘g;‘:he' g
‘, N to receive only the data elements preprogrammed for g
the 1/1 card, but only a quick firmware change in the Tape :
SDR is needed to add data elements for special pur- o>l Interface  few e :
poses. i
e . . . . Platoon
o« o oy
N~ In Fig. 3, the parallel interface logic screens the Data link ontrol cent. 1
. data elements to be recorded. Much of the data appear- CPU 110 contro’ center .
il 5# ing on the PLC I/0 bus are repetitive; this is also true bus A
:éj of the data addressed to the I/I card. A major task for . je»! Data link |es|  Missile :
X the SDR thus becomes one of real-time data compres-
sion. The board 1 microprocessor stores the initial value | €| Erector/launcher
K of each data element and compares each subsequent > Interface ~ keyboard and
o transmission of that data element to the initial value. display
e The initial value and any subsequent changed values are L+ Instrumentation
3_' o sent to the shared memory along with pertinent infor- mg;rrfgce
N7 mation as to the destination of the data element in the - Pershing Project
A tactical system. Manager’s Office
instrumentation
N 4 . . . .
B The shared memory is divided in half. Board 1 is {range use only)
N filling one half at its own pace while board 2 is empty-
¢ ing the other half at an asynchronous pace. When boar __ | System data
the other half at h When board System d
'i,; 2 has finished emptying its half, the microprocessors recorder
"._-f switch halves and the process continues. The logic on
a0 board 2 takes the data element and source information, Figure 2 — Functional interfaces of the SDR.
hIN
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tags it with date and time-of-day information, and con-
trols the resarding of the data on the tape. Because the
continuous flow of data to be recorded does not allow
time for the cartridge to be rewound to start a new
track, the data elements are recorded on the tapes in a
‘‘serpentine’’ fashion; that is, at the end of the tape, an-
other recording head is selected, and the next track is re-
corded in the reverse direction.

A nonvolatile memory is needed to store re-

Director for Range Safety. The feature of flexibility in
the recorded parameters has been called for on two oc-
casions, and the data elements recorded by the SDR
have been used by the Pershing Project Manager and
the prime contractor to help solve a weapon system
problem. The drawings, parts lists, software listings,
etc. will be delivered to the Pershing Project Manager in
fiscal year 1983; an initial production contract for at
least 20 units will be issued from that office. The pro-
duction units will be deployed with the Pershing II units

corder and track information when the power to the
SDR is turned off. The time-of-day clock and the non-
volatile memory are battery powered when the power is
off.

on alert status in the same way that the Pershing la sys-
tem is now instrumented.

B
‘o

Prototype SDR’s have been used on three Persh-
ing II engineering development firings to date. Their
real-time display feature has been invaluable to the Test
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REQUIREMENTS STUDY FOR A TRIDENT II
ACCURACY EVALUATION SYSTEM

L.J. Levy
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provide a basis of understanding for developing ac-
curacy evaluation tools for Trident 1I. Much experience
with new data processing and instrumentation was
gained in evaluating Trident I. Analytical studies pro-
vided additional candidates of advanced methodologies
and instrumentation that would be desirable for Trident
I1. The purpose of the Accuracy Evaluation System
(ACES) study was to integrate those insights into a
comprehensive approach for Trident II accuracy evalu-
ation that would satisfy quantified requirements. The
associated analysis tools would then allow systematic
trade-offs in test planning and instrumentation design
as the weapon system was being designed and
developed.

Fundamental approaches and quantified instru-
mentation requirements to evaluate the accuracy of an
advanced SLBM weapon system were developed in the
Accuracy Evaluation System study as part of the Im-
proved Accuracy Program. This first attempt to deter-
mine the instrumentation requirements systematically
prior to SLBM weapon system design provided the de-
sign foundation for the Trident Il accuracy evaluation
system currently being developed at APL.
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BACKGROUND

Some of the IAP (definitions may be found in
the glossary at the end of this article) objectives were to
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DISCUSSION

The approach used was first to determine the ac-
curacy evaluation capability that was to be required
from an ACES. Next, the accomplishments and prob-
lem areas of other 1AP tasks were examined to provide
insight into what instrumentation and methodologies
were needed. As they were examined, appropriate soft-
ware was developed to relate their characteristics with
the ACES performance. The more promising ap-
proaches were examined iteratively to arrive at a se-
lected configuration of methodology and instrumenta-
tion. The associated error models used in the selected
configuration served as the desired instrumentation re-
quirements.

Objectives and Requirements

The major objective of an ACES for a high-
accuracy missile is to confirm (by system testing) the
attainment of the weapon system’s tactical accuracy
goal and to understand quickly the demonstrated wea-
pon system model for problem resolution. The confir-
mation of a tactical accuracy goal required that test
data be projected into tactical accuracy estimates (i.e.,
CEP) with ‘“small enough’’ confidence intervals. (Con-
fident problem resolution dictated that the subsystems’
contribution to tactical accuracy be estimated with
small enough confidence intervals.) The isolation of
outliers from the cumulative data base required that
each test’s contributions to system miss distance be esti-
mated with a small uncertainty.

Concepts and Methodologies

In order to estimate tactical accuracy, test data
had to be extrapolated to untested tactical conditions.
Also, it was mandatory, for statistical ‘‘leverage,”’ that
test data from many different scenarios be combined.
This is possible theoretically if the weapon system error
model is a known structure (of the particular scenario)
propagating fundamental error sources (error sources
independent of the scenario, e.g., gyro drift error pa-
rameters). Estimates of the fundamental error sources
from each test can be accumulated across all the tests to
estimate the statistical model parameters (usually means
and covariances) of the fundamental error sources. The
estimated model can then be projected by means of the
tactical scenario structure (a statistical simulation) into
target accuracy (CEP). The uncertainties in estimating
the error sources for each test (along with the number of
tests) determine the uncertainty in estimating the
fundamental statistical model parameters. They, in
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turn, project into a confidence interval about the esti-
mated CEP.

A Kalman filter usually was assumed to estimate
error sources on a per test basis by deducing the causes
of the divergence of data between the weapon system
and the independent instrumentation. Only a minimum
amount of prior knowledge of the weapon system’s
statistical model was assumed in order to obtain data-
driven estimates.

On a cumulative basis, maximum likelihood
techniques were assumed to estimate the statistical
model parameters from the accumulated test data.
Those techniques also provided explicit estimates of the
uncertainty in determining the statistical model parame-
ters, enabling confidence intervals to be calculated.

For practical convenience, each phase (e.g., pre-
launch) or subsystem of the weapon system can be pro-
cessed independently and in parallel, to be combined
later in an optimal overall estimate of all the error
sources, taking into account the interphase instrumen-
tation and weapon system correlations.

Instrumentation Trade-Offs and
Recommendations

In order to conduct trade-offs, software was
needed to relate instrumentation and methodology
models with ACES performance (confidence intervals
etc.). The capability analysis software (Fig. 1) statistic-
ally modeled the assumed characteristics of the instru-
mentation, weapon system, and data-processing soft-
ware. Many instrumentation options were analyzed in
order to derive the recommended configuration, shown
in Table 1. Instrumentation above that needed for the
IAP was recommended in order to satisfy the ACES
requirements. The most novel and useful addition was
the TAI, a strapdown inertial system fastened to the
tactical guidance case. It would provide high quality
‘‘acceleration’’ data that would complement a dual-
frequency SATRACK system with continuous ring an-
tennas. ARA's, also strapdown inertial systems, would
be used to transfer the reference velocity through the
SSBN flexure environment. Independent gravity VD
rneasurements would allow an independent assessment
of the tactical VD model. The ‘‘Special NAV Test’’ pro-
vides the main source of tactically representative test
statistics for the navigation subsystem. The Advanced
Precision Instrumentation Package, a strapdown inerti-
al system in the reentry body, provides the data to eval-
uate the reentry body deployment as well as the reentry
phases.

A performance comparison of the recommended
ACES instrumentation and the IAP instrumentation in
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Table 1 — Recommended instrumentation configuration. :;-'::
g Test Program o
™
Subsystem | Development (X) PEM/DASO oT Patrol -
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. Independent VD Independent VD Independent VD I
d verification verification measurement :
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3 GUID Dual-frequency ring antenna SATRACK with TAl ">
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: DEP, reentry Advanced PIP on reentry body ( = 1/flight) )
- *Short span of GPS high density data plus position fixes of opportunity. L
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predicting the Trident II tactical accuracy is shown in The ACES recommended instrumentation and Q‘-
- Fig. 2. The major advantage of the recommended processing methodology has been accepted by the Stra- b
' ACES instrumentation is in its ability to evaluate parts tegic Systems Projects Office as the basis upon which to
2 of the weapon system confidently so that proper fault budget, plan, and design the Trident Il accuracy
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90% equal tailed confidence intervals for 20-test program
Instrumentation (test data projected over medium-range tactical trajectory)

True system accuracy

1AP — y
ACES recommended Trueiinertial guidance accuracy —
1AP

ACES recommended 'J__‘

Impact accuracy (CFP)

Figure 2 — Comparison of |AP and ACES instrumentation applied to the Trident ||
accuracy prediction.

GLOSSARY
ACES Accuracy Evaluation System PEM submarine-launched flight tests using
ARA attitude reference assembly production evaluation missile
CEP circular error probable (radius of circle PIP Precision Instrumentation Package
containing 50% of the impact errors) POS position
DASO Demonstration and Shakedown Opera- SLBM Submarine Launched Ballistic Missile
tion TAI three-axis instrumentation
DEP deployment TI test instrumentation (antenna mast for
ESGN clectrostatic gyro navigator DASQ’s)
FC fire control vD vertical deflection
FF free fall VPRS Velocity/Position Reference System
GEOSAT Geodesy Satellite X development flight tests from flat pad
v GPS Global Positioning System (satellite
' o navigation system)
‘o GUID guidance
Rl IAP Improved Accuracy Program
, IC initial conditions
g NAV navigation This work was supported by the Strategic Systems Projects
',‘-j oT Operational Tests Office.
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sources required to support future operations in those
areas, CNO requested that APL evaluate HF communi-
cations during the UNITAS XXII exercise in 1981.
(UNITAS is an annual exercise in which naval forces of
the United States and of several South American

3
A Aad A

b &

-'\! countries conduct joint maneuvers.) APL prepared a

“—&: test plan and acted as the evaluation agency. The

?: following ground rules were observed:

4

2 1. Evaluate an individual station’s perfor-
mance, not multistation broadcasts. (No at-

A tempt was made to copy only the best avail-

B able frequency.)

Y 2. Use only authorized frequencies, not those

% presently assigned to other use. (The results

) indicate the HF propagation conditions pres-

i ent during the test, conditions that change
seasonally and yearly.)

» 3]

Ve
)
N
1
s EVALUATION OF UNITAS XXII HF COMMUNICATIONS

N0
2 G. R. Preziotti

-
b 3 At the direction of the chief of Naval Operations DISCUSSION

' (CNO), APL tested and evaluated high-frequency

(HF) surface communications from existing shore sta-

bt tions to the Atlantic and Pacific areas surrounding Test Methodology
o South America. The primary purpose of the test, con- . L
2 ducted from July through December 1981, was to deter- To accomplish the test objective, APL adapted
‘ 3'. . mine the ability of selected shore stations to support HF the procedure used in the Fleet Ballistic Missile Com-
P communications in the UNITAS operating areas and munications Continuing Evaluation Program (FBM
= thereby allow the Navy to make decisions on future COMM CEP). That procedure has been used since 1974
e communications support. to determine the performance of the very-low-
-E X ry messages to FBM submarines.
[4 t BACKGROUND
Y

L Virtually no qualitative empirical data have been

. available for HF transmissions from existing shore sta-

25 tions to the Atlantic and Pacific areas surrounding
1Y South America. To determine the communications re-

frequency, low-frequency, and HF broadcasts that car-

For UNITAS, throughout the test period, APL
equipment activated a special HF broadcast (75 baud,
with frequency shift keying), which participating Navy
ships monitored with APL-supplied test equipment.
This broadcast was a repetitive, 15-min test transmis-
sion that contained a 5§ min test message and a 10 min
tuning signal. The test message consisted of a series of
13 bit test sequences (Barker pattern), shown in Fig. 1,
repeated to obtain the required length. This test se-
quence was selected because it enhances the probability
that the code sequence will be recognized in the presence
of errors and lessens the probability that some other se-
quence will be falsely recognized. The repetitive se-
quence allows a reasonable measurement of channel er-
ror rate without the need for an exorbitant amount of
stored information in the test instrumentation
processor.

Two transmitters were used to key the test trans-
missions from each participating shore station (Fig. 2,
which also identifies the 11 operating areas for which
results were reported). The transmission frequencies for
the test were selected from the authorized frequency
pool for each station; predictions from an HF propaga-

~" 3. Present the results as daily averages, without tion program were used for guidance. The UNITAS
> accounting for diurnal variations in HF prop- operating area was divided into seven zones to reflect
ﬁ agation conditions. the propagation characteristics of different geographic
b1
Y
. Legend: 1 = mark O = space Technical test message
4 Test sequence coding 1111000110101 0000011001010 1311100110101 0000011001010 1111100110101
L]
Corresponding Teletype K N S 0 H \Y B R T D X w Y
3 character
X
- 0000111001010 1111100110101 0000011001010 1111100110101 0000011001010
- N N Nttt N et N et et NN et gt
t.’;, T w G V) J E | Y K 4 LF N R
hi()
X “ Figure 1 — Barker sequence test pattern.
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Figure 2 — UNITAS HF test stations and operating areas.

areas of South America, and frequencies were selected them to determine their ability to support HF communi-
for each zone. cations in the UNITAS operating area. Several sectors
of the UNITAS operating area were examined, and the

Two participating ships from the UNITAS task performance in each was identified.

group monitored the test transmissions with three to

seven receivers, depending on the number available. To To determine each station’s effectiveness in sup-

sample each station equally, the ships switched the porting HF communications, APL calculated the avail-
receivers every half hour to different transmission ability and quality of the reception from each station.
frequencies in accordance with a schedule that provided Availability was defined as:

a nonbiased sampling of each station’s performance

Number of received test messages
Number of reception opportunities

without regard to signal quality. Availability =

The test messages automatically activated APL-
developed Modular Data Collection and Recording
(MDC&R) equipment on board the participating ships.
This equipment recorded the time of message reception
and the Teletype channel character error rate (CER),
and the operator entered the receive frequency. The
MDC&R equipment is shown in Fig. 3.

This equation gave a fraction that indicates the per-
centage of time messages from a station could have
been received. Quality was computed as:

Quality = Number of received test messages

This equation gives the fraction of received test
messages that were of usable quality. The CER value of

Data Analysis 3 x 10-2 for the cutoff point of a message of usable
quality was obtained from the North Atlantic Surface

After the test, APL evaluated the performance Communications Evaluation conducted by APL in

of all the shore transmitting stations and compared 1976, which determined that messages with up to 3 er-
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Figure 3 — Moduilar Data Collection and Recording
equipment developed by APL.

ror characters in 100 were of usable quality for tactical
operations.

The effectiveness of each station was defined as
the fraction of time each station would have been
received with usable quality by the UNITAS task group:

Effectiveness = availability x quality .

RESULTS

The UNITAS XXII HF communications evalua-
tion shows each transmitting station’s effectiveness in
all 11 operating areas around South America (Fig. 2).
The U.S. Navy used those results to determine the sup-
port required from the relevant communications facili-
ties. The Navy was thus able to base decisions on mea-
sured communications performance data, where none
had been available before. APL has been asked to con-
duct a similar evaluation of HF communications in the
Indian Ocean.
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INTRODUCTION

Analysis of naval warfare was first performed by APL during World War
11 when the Laboratory addressed the optimum use and characteristics of fire
control directors. Since then, APL has continued to be involved in the analysis or
assessment of Navy combat systems. The role of analysis is to investigate objec-
tively on a quantitative basis how well current and future Navy systems will per-

W"‘l‘-

XY .
‘1 form in battle.

51' With the increasing threat to the survivability of our Naval forces and the
1 expanding technology in warfare areas like computers, missilery, sensors, and
electronic countermeasures, the tools for analysis and the nature of the combat

systems analyzed are becoming more complex. Now an analyst can interact with
a computer simulation program via a console and find out, for example, how
well a Naval force can obtain and maintain track of strategic submarjnes. Where
previously one could track friendly and enemy positions manually by means of
calculations, charts, and nomograms, the analyst today has available a comput-
er-based setup (APL’s Warfare Analysis Laboratory) with a series of displays.

N With the computer and display capability, calculations are much faster and the
bookkeeping of weapon and position information on all forces is current and ac-
¥ cessible. By being able to program more functions and conditional ‘‘what if*’

statements, the analyst can gain more insight into the sensitivities of a problem
and thus provide more operational options to the Navy. One recent use of this

: ﬁ wargaming facility was the identification of key technical issues regarding hard
y 5 kill and soft kill mechanisms. (An example of hard kill is the destruction of a tar-
‘ get by hitting it with a projectile or guided missile; an example of soft kill is the
" decoying of an incoming target so that it misses the ship.)

To understand the broad range of analyses performed by the Laboratory,
a succinct review of examples of past work is presented. During the late 1940’s,
APL analyzed warhead designs, prepared specifications for future guided mis-
siles, compared Talos and Terrier for the defense of a cruiser, and defined ex-
pected air attacks on Naval forces. During that time, APL laid the groundwork
for defining the antiair-warfare (AAW) problem in terms of the types of threats
expected and the methodology to analyze the defense of the Fleet with the intro-
duction of guided missiles.

1N b el

In the 1950’s, studies were conducted on electronic jamming, cruise and
ballistic missiles launched from submarines, and an improved methodology for
determining warhead detonation and kill probability. Formulas and doctrines on
missile-fire coordination were developed. Comparisions were made of the capa-
bility of interceptors, missiles, and guns for Fleet defense, and the nuclear Talos
missile was compared to the Nike missile.

oo b N R

In the 1960's, the Air Battle Analyzer was developed and applied to Fleet
air-defense problems. Natural environmental factors such as sea state, wind ve-
locity, and atmospheric refractivity were investigated with respect to naval appli-
cations. APL engaged in studies on NATO air defense, the SOSUS system, point
defenses of large ships, small-ship missile systems, and amphibious support S

48 weapons. .
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:: During the 1970°s, APL became heavily involved in effectiveness studies K

' for the Aegis Weapon System and the New Threat Upgrade (NTU) program for ._.'-
b Terrier and Tartar ships. APL evaluated the Close-In Weapon System and other :
e

seif-defense systems. Analyses were made of nuclear weapons, cruise missile sur-
vivability and attack on enemy ships, and the requirements for high-capability
surface-to-air missile systems.

The trend in the 1980's is pointing toward the Navy’s increased coordin-
ation of multiwarfare areas in spaceborne, airborne, surface, and subsurface
systems. Toward that goal, the Warfare Analysis Laboratory, through a series
of ‘“‘open seminar’’ evaluations, has provided physical and tactical insight into
hard kill/soft kill interactions and outer air battle operations. In the Battle
Group AAW Coordination Program, requirements for communication links be-
tween ships and aircraft were developed. Operational tactics guidelines for the
use of the EA-6B tactical electronic warfare aircraft were prepared and issued to
the Fleet. Simulation models were developed that examined the survivability of
Harpoon missiles against hostile fire and electronic countermeasures. Analytic
support was given in developing combat system requirements for the ncw DDG-
51 class of guided missile destroyers and for NTU guided missile cruisers, and in
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7 A identifying and evaluating alternate AAW systems for the 1990’s mid-life up-
e, grading of the 50-ship FFG-7 class of frigates. A study was performed to define
\: g missile loadout options for a new Vertical Launching System in surface combat-

ants. Various midcourse trajectories for a wide area defense missile as a function
of target environment were examined to enhance the detection and intercept
probability of the target., A computer model, SMITE, was developed as a missile
; ~ target arrival distribution model to permit the analysis of battle effectiveness as a
-y
-

xR

function of attack coordination; data results appeared in a Surface Warfare
Threat Handbook prepared by the Laboratory. A Submarine Surveillance y
Model, an interactive model that simulates an enemy’s antisubmarine warfare

Y platforms and their detection mechanisms against a friendly nuclear attack *d
-— submarine, was developed. Another interactive model was developed in which .
et Red and Blue players perform the functions of opposing theatre commanders in N
;‘.1 a naval campaign in a multiwarfare environment. Oy
Yo ¥ This introduction attempts to summarize the scope of APL's programs \
AN in naval warfare analysis. The articles in this section are a few examples of these -
P+ analyses. .
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HARPOON SURVIVABILITY ASSESSMENT PROGRAM
M-ON-N MODEL

L. D. Peck

Ld " \ .I 'l 'lr" -

r =
‘a

The development of the M-on-N model concen-
trated on three areas: (a) the information flow and deci-
sion logic at a single air defense decision center (ship-
board combat information center or battle information
post), (b) the interaction among the different sensors
and weapons at an AAW location (ship), and (c) the
interactions among several different locations (ships).
One modeling precept was that details treated in the
one-on-one or one-on-many threat element analyses
need not be included in the M-on-N model; one reason
for this precept is to keep the M-on-N model as simple
as possible so that it may be understood and may be
used with enough Monte Carlo iterations to obtain
adequate statistics. The results from the one-on-one and
one-on-many analyses are included in the M-on-N data

A large-scale, Monte Carlo, digital simulation of
multiple air targets attacking a force with numerous
antiair-warfare defenses has been developed. The mod-
el was used to estimate the survival probability of at-
tacks by many Harpoon anti-shipping missiles on a
JSorce of several ships defended by guns, surface-to-air
missiles, and electronic warfare weapons. The estimates
were used to evaluate and make recommendations re-
garding the configuration and tactics for the current
versions of the Harpoon Weapon System and proposed
changes thereto.
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BACKGROUND
The Harpoon Anti-Ship Missile Survivability

Assessment Program (ASM SAP) has the threefold ob-
jective of (a) evaluating the survivability of the current
anti-ship missile against the current and future threat,

base, which is available at the start of simulation.

The M-on-N model is a discrete event/time
model, where state changes occur only at the required

(b) evaluating options for enhancing the survivability
against the current and future threat, and (c) document-
ing results under the joint approval of the Anti-Ship I. An air target starts at an initial point and flies
Maissile Project Office (PMA-258) and the Director of to a terminal point.

Naval Intelligence. One aspect of ASM SAP is to 2. The air target is ‘‘detected’’ by the defending
specify multiship scenarios where multiple (M) ASM’s sensors, and air defense system ‘‘tracks’ are
(Harpoons) attack a force with numerous (N) defenses. created for the target.

The second aspect is the threat element analysis to . The tracks are evaluated for weapon engage-
estimate the result of the encounter of one Harpoon and ment and assigned to a defending weapon.
one defensive weapon or sensor and of one Harpoon . The defending weapon engages the target.
and many defending electronic warfare weapons.' The . Tl_‘e engagement (“‘kill”’) results are deter-
information from the two parts is combined in the M- mined.

on-N model to estimate the results when a group of 6. The air target reaches the terminal point and

Harpoon missiles attacks a defended force. may kill the defenses.
7. Statistical results are collected.

simulated times. The model world view is as follows:

PN

17

The Harpoon SAP M-on-N model is a successor
to the Force Mix Shipboard AAW Simulation,? which
was designed to quantify the effectiveness of U.S. Navy
defenses — in particular, multiunit AAW escort forces
defending high value ships with area surface-to-air mis-
sile (SAM) batteries.

b
\

The dynamic state of the model at any event (or
time) within this world view is used to find the value
(e.g., the SAM time of flight to intercept) for the inter-
actions between an air target and the defenses. Each
state parameter that is determined to be important (by
means of the one-on-one and one-on-many threat ele-
ment analyses) is modeled. The total instantaneous
state vector is used to retrieve the interaction value from
the model data base, where the complete set of inter-
action values determined by the threat element analyses
is entered.

.,..,..
y l’l““l“
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DISCUSSION

The Harpoon SAP M-on-N model is a large-
scale, Monte Carlo, digital simulation of the encounter
between multiple air targets and numerous AAW de-
fenses. When used for Harpoon studies, the air targets
are missiles and the AAW defenses are in ships that
make up a naval force.

e G 3 .
A A, AL

Only Harpoon missiles have been considered as
air targets for the M-on-N model up to the present time.
Some of the state parameters considered important for
the missile are the flight geometry (e.g., the range from
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a defending element or missile altitude) and the missile
electromagnetic signal radiation status (a defending
ship signal-intercept receiver cannot detect the Harpoon
if the signal is not radiated).

The different types of defending elements that
are modeled are listed in Table 1. The model and the
data base structure allow for several kinds of defending
elements of each type (e.g., several kinds of gun bat-
teries or SAM systems) and include the requisite in-
dexing functions, etc., to allow different ships (sites) to
have different weapou suites while minimizing the size
and amount of information that must be entered into
the data base for any single defending element.

Table 1 — Types of defending elements in the M-on-N
model.

Search Sensors

Radar
Electronic support measures receiver

Weapons
Guns
Surface-to-air missiles
Electronic warfare

Chaff
Deceptive countermeasures
Noise jammers

The Monte Carlo (probabilistic) capabilities in
the model include selecting from the uniform, Gaussian
(or normal), lognormal, and Weibull (including expo-
nential) continuous probability distributions, and from
multiple-valued (or single-valued) discrete distribu-
tions. The pseudorandom numbers used in the model
are managed to ensure sequence duplications from sim-
ulation case to case, thereby eliminating the extra varia-
tion in results that arises when different sequences are
used for different simulation cases. The model elements
to which a Monte Carlo method may be applied are
givenin Table 2,

The statistical data for model simulation runs
are collected in the form of tables and distributions for
the desired model elements; these data are available for
use during model checkout and are saved (on micro-
fiche) for each production case. A subset of these re-
sults is used to generate a standardized four page report
for each case. The first page lists the geometric inputs
for the defending force and the air target initial points,
the second is a general summary of the results for the
case, the third summarizes the results for the defense,
and the fourth summarizes the results for the air target
attack.

The model is written in modular form at several
levels. A preprocessor is used to transform simulation
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Table 2 — M-on-N model elements to which a Monte
Carlo method may be applied.

Air target variables

Launch time
Time of flight
Terminal point

Defending system variables

Weapon kill probability
Time delays
Recognition by sensors
Firm track by sensors
Track evaluation
Weapon assignment
Fire control radar acquisition
Electronic warfare weapon activation
Communication between sites (ships)

input data into the forms required for the model cases.
The event store part of the model, including the data
base and results collection routines, is written in a struc-
tured format in the General Purpose Simulation System
language. A postprocessor operates on the subset of the
results to prepare the case reports. Both the preproces-
sor and the postprocesor are written in PL/I program-
ming language.

To date, the M-on-N model has been used to in-
vestigate a naval force defending itself against an attack
with Harpoon missiles. The variations in the air attack
have included all types of Harpoon launch platforms or
launchers, changes in the total number of missiles in an
attack iteration, the use of different initial points for
the attack relative to the defended force (in terms of
both range and relative bearing), and changes in the
time delay between launches of successive air targets.
The variations in the defending naval force have in-
cluded changes in defending ship class (selected from 12
classes in the data base), defending force size (varied
from a single ship to a group of six ships), defending
force ship dispositions, and most of the defending sys-
tem time delays listed in Table 2.

The M-on-N model is presently run on the IBM
3033 computer. The model uses an average of about 850
kilobytes of machine memory and requires about 200
seconds of machine time for one case with a total (sum-
med over all iterations) of 200 air targets attacking a
force of six ships, defended by a total of 14 gun bat-
teries, 13 SAM batteries, and electronic warfare wea-
pons.
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SMITE: A SIMPLE MODEL FOR INVESTIGATING

TACTICAL ENVIRONMENTS
L. B. Carpenter

A simple Monte Carlo simulation has been de-
veloped to model a multiraid attack on a multiship for-
mation. The model provides a tool for analyzing the
target arrival rates and crossing distances presented to
individual ships in the formation.

BACKGROUND

In order to analyze the effectiveness of surface-
to-air missile systems and command, control, and com-
munications systems in a realistic multiattack multiship
scenario, we need a way to determine the arrival-rate
and crossing-distance distributions presented to individ-
ual ships. For any situation of realistic complexity, it is
usually impossible to derive a closed-form mathemati-
cal solution to those distributions. One must resort to
numerical simulation. The SMITE model was devel-
oped for that purpose.

DESCRIPTION

Functionally, SMITE is composed of two essen-
tially independent parts. The first, using the input des-
criptions of the raids and ships, generates a history
table of all the antiship missiles (ASM’s) fired (for all
Monte Carlo replications). The second, in an interactive
mode, allows the user to choose any ship, specify a radi-
us of interest about it, and get a statistical summary of

the crossing distances and peak arrival rates seen by
that ship (for all missiles entering the circle of interest).
Subsequently, the user may request the picture seen by
other ships and other radii of interest.

Raids

In the model, a raid is a mechanism for generat-
ing ASM’s. It does not necessarily correspond to physi-
cal platforms in the real world. To simplify the inputs, a
raid is usually used to simulate a group of platforms
launching several ASM’s. The raid parameters are as
follows:

1. Initial position (range and bearing, at begin-
launch time,)

2. Course and speed,

3. A ‘“‘box size” within which the launch posi-
tions for the ASM’s are randomly dis-
persed,

4. The (maximum) number of ASM’s the raid
can fire,

S. A target list from which the raid chooses its
targets,

6. A begin-launch time (which may be perturbed
by a Gaussian random variable),

7. A ‘“‘launch sequence’ defining the time
spacing of ASM launches, and

8. An average speed for the ASM’s (which may
be perturbed by a Rayleigh random vari-
able).
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Ships

The ships are represented only by their positions
(in range and bearing). Their relative importance is im-
plied in the targeting lists for the enemy. They are sta-
tionary, and they are not damaged by the enemy
attack.

There is no explicit simulation of defensive ac-
tions by the ships, such as SAM firings, electronic coun-
termeasures, etc. However, input attrition factors may
be applied to the ASM’s to provide rough approxima-
tions of the effects of defensive actions.

Outputs

The output from part 1 of the model is a set of
tables depicting the characteristics and history of all the
ASM'’s that were generated for all Monte Carlo repli-
cations. The tables may be saved for subsequent analy-
sis or used immediately as the input to part 2. Table 1 is
a sample of an ASM history table.

Part 2 provides several tabular and graphical
outputs, samples of which are shown in Figs. 1 and 2.
The most important output from part 2 is the distribu-
tion of peak arrivals as a function of the length of speci-
fied time windows. For each simulated attack (Monte
Carlo iteration), the peak arrival for a given time win-
dow is the maximum number of targets arriving within
any time interval of that length.

The counts (maximum arrivals versus window
size) are stored for each iteration; at the end of the run,
the data are tabulated to show the minimum, mean, and
maximum observed for the various window sizes (see
Fig. 2).

Figure 1 shows the tracks of all the ASM’s that
entered a circle of 20 nmi radius around ship 3. (In this
example, there were nine ships and 11 raids; the average
number of ASM’s penetrating the circle was 120.) The
crossing distances of the ASM’s that penetrated the cir-
cle are shown in Table 2. Their peak arrival rates at the
circle are plotted in Fig. 2.

Table 1 — Sample ASM history table.

Time of Launch Point Distance Impact
Launch (°N) Target Av. Speed Raid Flown Time
(min) Range Bearing Ship (nmi/min) No. (nmi) (min)
15.17 146 9 1 20.04 1 146 22.46
15.07 147 9 2 19.59 1 129 21.65
15.97 140 7 3 20.13 1 138 22.81
15.20 146 9 i 20.22 1 146 22.42
14.94 148 9 1 19.56 1 148 22.50
15.90 141 7 3 19.43 1 138 23.01
15.36 145 8 1 19.87 1 145 22.64
15.27 145 8 1 19.72 1 145 22.64
15.28 145 8 5 19.76 1 159 23.31
15.62 143 8 1 19.37 1 143 22.99
13.98 170 230 1 20.16 2 170 22.41
14.06 170 230 1 20.26 2 170 22.46
14.56 171 232 2 19.58 2 184 23.98
14.65 171 232 1 20.24 2 171 23.08
15.15 171 234 1 20.31 2 171 23.59
15.23 172 234 1 20.24 2 172 23.711
15.73 172 236 1 19.89 2 172 24.40
15.81 173 236 7 19.58 2 166 24.29
16.31 174 238 ! 20.13 2 174 24,94
16.40 174 238 1 19.54 2 174 25.29
17.65 50 310 5 8.93 3 63 24.76
17.67 50 310 1 8.86 3 S0 23.32
17.84 50 310 8 9.04 3 43 22.54
17.85 50 310 1 8.68 3 50 23.61
18.02 50 310 1 9.00 3 50 23.57
18.04 50 310 1 8.79 3 50 23.73
18.20 50 310 1 9.02 3 50 23.75
18.22 50 310 1 8.78 3 50 23.92
18.39 50 310 1 9.09 3 50 23.89
18.40 50 310 6 9.02 3 51 24.11
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Figure 1 — Plot of ASM's seen by an individual ship.
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Figure 2 — Summary of peak arrival data.
Applications

The model has been used extensively to generate
battle overviews fu. "\ e Surface Warfare Threat Hand-
book. It could also be used for approximate answers to
the defensive coverage of various ship formations or the
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Table2 — Crossing distance statistics.

Distance Mean | Std. Dev. | Min. Max
0.00to 1.99 | 38.70 3.20 34 4
2.00to 3.99 | 40.40 3.07 36 47
4.00to 5.99 | 26.80 1.91 24 31
6.00to 7.99 6.95 2.09 4 11
8.00to 9.99 6.70 2.45 1 12
10.00 to 11. 4.55 1.57 2 8
12.00 to 13.99 4.30 1.56 1 7
14.00 to 15.99 0.10 1.29 6 10
16.00 to 17.99 1.50 0.95 0 3
18.00 to 19.99 0.00 0.00 0 0

positioning of particular ship classes. It will be a useful
tool for raid planning and coordination studies.

ACKNOWLEDGMENTS

Significant contributions to the development of
SMITE were made by W. P. Richardson, B. Bundsen,
and L. D. Peck. Improvements and modifications to
the original model were made by J. R. Moore and J. M.
Giblin.

This work was supported by NAVSEASYSCOM, PMS-400.

Yy 280 I, . x »

‘.l l.' »
L IR - )
R W

(]

L'y

Lol S
s p’

. e

N a
-'.n't' P

b %

AN e N N AN e T L et N
QN MLNPENNE 'Q'“'f._r N G I T s



0

A SOFTWARE ARCHITECTURE FOR A

MULTIPLE-PLAYER WAR GAME

R. R. Guenther, N. K. Brown, and J. F. Stader

A simulation model for the analysis of theater-
level naval campaigns has been developed by APL. In
the model, player support architecture manages the re-
sources of a minicomputer system to form the interface
between the model (which runs on APL’s IBM-3033)
and the teams of players at the Pentagon. This design
Jor software architecture improves the facilities avail-
able to the player to support his command function and
also enables fast and orderly additions to player func-
tions in response to developments in the simulation
itself.

BACKGROUND

The Naval Nuclear Warfare Simulation (NNWS)
was developed by the APL Fleet Systems Department to
provide the Chief of Naval Operations with a vehicle to
study and analyze theater-level naval campaigns. The
simulation is interactive: the opposing sides provide re-
sponses similar to those that would be generated at a
theater command center. The players interact with the
simulation through a minicomputer system located at
the Pentagon and tied to the IBM-3033 computer sys-
tem at APL.

A basic antisubmarine warfare (ASW) model
was built and tested in 1980.' In the fall of 1980, APL
initiated an effort to upgrade the satellite computer sys-
tem at the Pentagon to expand the scope of player ac-
tions to include more than a single player role for each
side and to support, in addition to ASW modeling, the
full complement of naval operations associated with a
campaign. In April 1982, the new interactive player sys-
tem was incorporated into the NNWS.

DISCUSSION

Player Roles

The war game consists of two opposing sides,
each having a set of players that directs its forces. Play-
ers may assume primary, secondary, or supporting
player roles, which are defined by the scope of a play-
er’'s command responsibility. Primary players perform
functions similar to those of theater commanders. Sec-
ondary players perform functions similar to those of
on-scene commanders, such as controlling force dispo-
sitions, planning air operations, or conducting ASW.
Supporting players assume a theaterwide role, such as
directing strategic submarine operations or allied naval

@y Ty "M
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forces. An umpire may be present to manage the war
game and possibly to provide external intelligence.

Player Stations

A Digital Equipment Corp. (DEC) PDP-11/34
minicomputer located at the Pentagon serves as the sa-
tellite computer system that enables the players to inter-
act with the simulation program residing on APL’s
IBM-3033. An alternate player facility using a PDP-
11/60 is located at APL. Each satellite facility can sup-
port five player stations.

A player station consists of two display termin-
als (Fig. 1). A graphics terminal provides the geograph-
ic positions of both friendly forces and enemy contacts.
An alphanumeric terminal provides textual information
in the form of reports from friendly forces and sum-
maries of data such as contacts and unit status. The
players interact with the simulation through their alpha-
numeric terminals by issuing orders to their forces, di-
recting such force actions as mission assignments, con-
tact investigations, and defense condition changes.
Several tactical decision aids have been implemented
for both the graphics and the alphanumeric terminals.

The continued development of NNWS will cre-
ate various new satellite computer system and player
configurations. Some that are planned include:

1. One satellite computer, three player stations:

Red and Blue primary players and an umpire.

2. One satellite computer, five player stations:

Red and Blue primary players, two Blue sec-

ondary or supporting players, and an umpire.

. Two satellite computers, up to ten player
stations.

Player System Software

A software architecture was designed to accom-
modate cach player function with a single computer
program or task. The architecture is realized within the
context of the RSX-11M, the real-time operating system
that DEC supports for PDP-11 computers. Real-time
systems are often used for process control applications
such as manufacturing or laboratory experiments.
Viewing the player system as a real-time system was a
unique approach that has one primary advantage: each
player function can be implemented with a simple pro-
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Figure 1 — An NNWS player station.

gram that requires only a few of the satellite computer’s
resources. The major obstacle in the design of real-time
systems is overcoming the contention for the same re-
sources by multiple tasks. Contention problems are
minimized here because much of the time spent by the
player is idle time for the computer. If contention for
memory or a particular file arises, the delay in resolving
that contention generally is not noticeable to the
players.

The architecture for the NNWS player system is
a three-level hierarchy (Fig. 2). The two higher levels
consist of executive tasks that coordinate interaction
among the third-level functions, the players, and the
simulation model. In structural terms, the task pool at
the third level consists of individual programs that per-
form, as nearly as possible, single functions within the
system. Third-level tasks can also be categorized by the
type of function they perform.

Data base maintenance tasks are generally initi-
ated from the report-processing executive. Historical
data such as contact history files and unit PIM’s (posi-
tion and intended movement) are maintained.

Picture creation tasks build graphics displays
and save them in files on disk for recall on request.
Theyv are initiated in several ways. The pictures for the
unit status and contact displays are initiated by the
player's graphics executive after receipt of a new set of
reports from the simulation model. If the player selects
a different background map, new unit and contact pic-
tures can also be generated. Background maps are initi-
ated from the alphanumeric executive or are run in an

off-line mode when the other player system tasks are in-
active. Other picture-building tasks such as ocean-depth
contours, pack-ice boundaries, acoustic regions, air-
fields, and ports are executed off-line with optional ac-
cess through the graphics executive.

Picture display tasks load picture files into the
player’s graphics processor for display on the MEGA-
TEK terminal. Those tasks operate only on displays
that have already been generated by a picture creation
task. Structuring the system so that the building and the
displaying of pictures are separate resulted in a very
flexible and responsive player graphics capability. The
number of different graphics displays available at a
player station was arbitrarily set to 45, three for each of
the 15 special function keys on a MEGATEK keyboard.

The alphanumeric display tasks generate sum-
maries from the player’s data base and display them on
the VT-100 terminal. Each alphanumeric task also cre-
ates a display file for an optional printed copy.

Order-generation tasks build the player’s orders
file for subsequent transmission to the simulation mod-
el. They are initiated by the alphanumeric executive in
response to the player selecting the appropriate item
from an orders menu. Some orders tasks check the or-
ders files of allied players to prevent the generation of
conflicting orders. All orders tasks have validity checks
and help functions that guide the player through the or-
ders composition process.

Tactical decision aids, which can be cither graph-
ics or alphanumeric displays, assist the player in mak-
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Figure 2 — Software architecture for the NNWS player system.

ing his decisions. Some examples are the display of a
unit’s PIM or the calculation of the probability of de-
tection of a given sonobuoy pattern, Utility tasks are
generally reserved for the umpire, enabling him to con-
figure the display system, perform backup functions,
and initiate or reestablish playing sessions.

Development Process

Because of the evolutionary nature of military
systems and missions, NNWS is expected to require
modification for an extended period of time, thus pre-
serving its utility with respect to the world it simulates.
Therefore, APL has established an NNWS system
architectural philosophy and development process to
support the incorporation of recurrent modifications to
the simulation model and to the player facility in an
orderly, efficient, and well-documented manner.

The development process is inherently related to
the modularity of the system architecture and encom-
passes architectural specification, prototype building
and evaluation, and implementation. Configuration
control throughout development is maintained by
means of progressive refinements in documentation
associated with each phase.

The basic development document is the System
Change Proposal (SCP). It is both a configuration con-
trol device and the source document for all permanent
system documentation. When approved, it becomes the
architectural specification for a structural module of

MAALA S 4 TR
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the system. Hence, each structural/functional module
affected by the modification of a general NNWS system
capability will require an SCP. The SCP governs
development activities and is kept current so that it
describes the operational system element accurately.
Thus, the documentation generated by the development
process is itself modular and is characterized by the
accuracy and completeness required to support con-
tinued response to NNWS requirements. Adoption of
this software architecture has provided a framework to
the NNWS development process that inables APL to
make incremental improvements while maintaining reli-
ability and configuration control of an expanding com-
plex system.
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INTRODUCTION

Computer technology at the Applied Physics Laboratory is an integral
part of all technical, systems, and administrative functions. The computer so
pervades scientific life at APL that the scope and magnitude of its contributions
to space science, medicine, energy research, naval fleet defense, missile guid-
ance, and other problems of national importance are often lost in the daily inten-
siveness of computer implementation activities. Yet the importance of the com-
puter at APL with its myriad technologies and applications cannot be over-
emphasized.

Extensive computational facilities maintained by the Laboratory for use
by its scientists and engineers include: a major digital computer; an integrated
computer-aided-design/computer-aided-manufacturing (CAD/CAM) system;
analog/hybrid computer laboratories; a computer-based image processing sys-
tem; rapid real-time data reduction systems; and hundreds of special-purpose
computers, word processors, and computer-controlled data acquisition
systems.

The central digital computer facility consists of an IBM 3033 multipro-
cessor with high-speed, large-scale dual data processors. The 3033 uses a virtual
memory operating system that accesses a 16 million byte main memory and up to
115 billion bytes in auxiliary direct access storage (disk and mass). The central
computer serves a wide variety of tasks, including large-scale simulations, com-
plex analyses, and data processing and reduction. The 3033 and its associated
computers in the linked APL computer network provide extensive facilities for
interactive real-time processing, image processing, large data base transfers, ad-
vanced graphic processing, and resource sharing.

The Computervision CAD/CAM system has provided the Laboratory
with a modern design, drafting, and manufacturing capability. It is a flexible
system providing three-dimensional design capability for mechanical, electrical,
and electronic systems. Output from the system, in addition to the normal hard
copies, includes photoplotted master masks and numerically controlled machine
tool tapes. Resident system software, along with data linking to larger
computers, can provide design analyses including finite element modeling, logic
simulation, and design rule checking.

The Laboratory also supports two analog/hybrid computer laboratories:
the Interactive Simulation Laboratory with EAI 680 analog computers, and the
Guidance System Evaluation Laboratory with the EAI Pacer 600 system. Analog
and hybrid computations are essential to the solution of complex problems re-
quiring the simultaneous solution of a large number of differential equations.
The hybrid laboratories provide simulations for large physical systems and are
particularly useful in the missile and missile guidance field.
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Because computers and computer applications at APL are so interwoven
with all Laboratory activities, it is impossible in a limited section to provide arti-
cles addressing all the yearly accomplishments in this field. The selected articles
represent the generic type of activities that one may find in all parts of the Labo-
ratory. They range from special-purpose processors, emulators, hardware, and
data information facilities through standard modeling and simulation activities
to specialized graphical outputs and even the solution of problems at the
graphics level. This trend toward specialized computers, novel methodologies,
and emphasi< nn graphical display and interaction is expected to continue.
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ARRAY PROCESSOR APPLICATION TO EMULATION

OF THE TERRIER CWAT RADAR

T. R. Hocker

A signal-processing emulator whose key element
is an array processor has been developed to support the
upgrading of the Terrier continuous-wave acquisition
and track (CWAT) fire control radar. The emulator
allows various digital signal-processing techniques to be
evaluated for use in the CWAT system upgrade.

BACKGROUND

To reduce the vulnerability of the Terrier fire
control radar to electronic countermeasures (ECM), the
Navy undertook the development of a new, high-speed,
digital signal processor for the CWAT radar. Because
that development involved advanced technology and
signal-processing algorithms for which experience was
limited, there was a need for a signal-processing emula-
tor to test proposed techniques before they were incor-
porated into the actual hardware. A CWAT signal-pro-
cesssing emulator whose key element is an array proces-
sor was developed at APL to meet that need (Fig. 1).

DISCUSSION

Method of Emulation

Since the CWAT signal processor was the major
unit to be modified, and digital signal-processing
techniques were limited, a hybrid emulator concept was
chosen for development. In addition to an array proces-
sor, the signal-processing emulator uses the AN/SPG-
55B radar (Fig. 2) at the land-based test site at APL.
The radar’s CW transmitter, receiver, antenna, and
synchros provide real target characteristics and ECM
and also permit saving of time and money. For real-
time operation with an actual system, the emulator
must process large amounts of data and pass that infor-
mation back to the radar many times a second. An ar-
ray processor, which can process data a thousand times
faster than a general-purpose computer, is the only pro-
grammable processor capable of performing that task.

Array processors are special-purpose devices
that combine parallel and serial processing. This, to-
gether with a floating-point data format and preloaded

Figure 1 — The CWAT signal-processing emulator.
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Figure 2 — Block diagram of the digital CWAT signal-processing emulator.

program instructions, allows for fast, real-time compu-
tation of data arrays with a data input and output sys-
tem (Fig. 3). As an illustration of its speed, the array
processor can compute a 1024-point, complex, fast
Fourier transform (FFT) in 7.3 ms as opposed to about
10 s for the same computation in the PDP 11-34
computer.

Signal-Processing Algorithms

At the heart of the emulator is software devel-
oped at APL from a functional block diagram of the
system being emulated. Figure 4 is a block diagram of
the velocity- and angle-tracking system. The blocks in
the diagram represent processes that have been devel-

Radar
data
acquisition
system

High-speed 1/0

Auxiliary
1/0

port High-speed

parallel
arithmetic unit

QY Ve 10 or

Program loading Real-time process control

PDP-11
host computer system

Figure 3 — The signal-processing system with the ar-
ray processor.

NS

oped into software modules. When linked, the pro-
cesses perform the radar signal-processing function
described by the diagram. Great care was taken to en-
sure that the CWAT emulator exactly represents,
wherever possible, the new processor hardware design
so that the knowledge gained through emulation can be
applied to actual hardware.

The velocity- and angle-tracking functions
shown in Fig. 4 are examples of the emulator’s signal
processing. The CW radar translates target velocity into
Doppler frequency and translates antenna tracking-
angle errors into an amplitude-modulated target Dop-
pler signal. A digitizer converts the modulated Doppler
data and loads the data into the array processor. To
translate the target spectrum to zero frequency, the
system multiplies an estimate of the Doppler frequency
and then low-pass filters it to remove as much noise as
possible. In the velocity-track loop, the signal passes to
a discriminator whose output is proportional to the
error in the frequency estimate. The error signal is
smoothed by averaging, normalized by the averaged
amplitude, integrated, and fed back as the velocity esti-
mate, thus closing the velocity-track loop.

In the angle-track loop, the low-pass filtered
Doppler signal is envelope detected, averaged over a pe-
riod of the amplitude modulation wave (called the scan-
ning modulation), and divided by the period-averaged
vector difference between the scanning modulation ref-
erence and the target Doppler envelope. The real
component of this complex operation is proportional to
the traverse angle error of the antenna, while the imagi-
nary component is proportional to the elevation angle
error. During each processing period, the array proces-
sor outputs the error signals to a digital-to-analog
(D/A) converter for distribution to the radar as feed-
back for antenna position, thus closing the angle-track
loop.
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Figure 4 — The velocity- and angle-tracking system.
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Hardware Implementation

During construction of the emulator, it was nec-
essary to fabricate certain hardware systems. An ana-
log-to-digital (A/D) converter that digitizes not only
radar Doppler data but also reference signals was
needed for data input. The A/D conversion equipment
is housed in two units, one located with the array pro-
cessor and the other with the radar. A D/A converter
was needed to feed the array processor output signals
back to the radar. Monitoring, an essential function,
was added as well. APL thus designed and built all the
hardware needed to interface the array processor with
the radar and to monitor the system during operation,

APPLICATION

Preliminary results obtained for closed-loop ve-
locity and angle tracking verify the fundamental design
of the CWAT radar processor. However, the emulation
uncovered three unexpected difficulties in the proposed
design. First, the coefficients of the variable low-pass
finite impulse response filter had to be modified to
provide the necessary 90 dB out-of-band signal rejec-
tion. Second, the root-sum-square approximation
algorithm originally proposed had to be modified by
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adding a look-up table to provide the required 16 bit
accuracy in the envelope detector. Finally, the period
averaging interval had to be increased to allow for a full
25 ms period of the scanning modulation. These
problems were detected and alternative methods were
developed and evaluated quickly and conveniently by
reprogramming the appropriate software modules for
the array processor before the radar was built.

The continuing emulation process includes the
evaluation of range tracking, target detection, and
ECM susceptibility.

In summary, the primary value of the emulator
system is that it allows APL to implement, test, and
compare alternative systems at great savings compared
to implementation in a hardware system.
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A NEW HYDRODYNAMIC COMPUTATIONAL FACILITY

T. D. Taylor

A new, limited use computational facility has
been assembled that permits very complex hydrody-
namic flows to be simulated economically. It consists of
a Digital Equipment Corp. VAX Model 11/780 host
computer and a large Floating Point Systems Model 164
array processor that provides 1.5 million 64-bit words
of memory and can operate at about twice the speed of
the Control Data Corp. Model 7600 computer. The sys-
tem has 60 million dedicated words of disk memory.
The array processor and disks cost about $550,000.

BACKGROUND

Computer simulations of hydrodynamic flows,
such as those in ocean waves, estuaries, and ship wakes
as well as around submarines, require the solution of
unsteady nonlinear flow equations in two and three di-
mensions. Simulations of this kind can use millions of
words of computer memory and some problems may re-
quire days of computation, even using today’s fastest
computers; therefore, alternative computing ap-
proaches are needed for practical applications.

DISCUSSION

The Issues

Improvements in computers and numerical
methods in the last decade have made the large-scale
simulation of hydrodynamic flows practical for Navy
applications. Such advances have an effect on ship and
submarine design. They also extend the understanding
of oceanographic phenomena such as ocean surface
wave interactions as they influence remote sensing tech-
niques. In order to bring this technology to bear on
practical problems, it is necessary to minimize the cost
of simulations and maintain reasonable computer turn-
around time. Persons experienced with large computers
are well aware that those ends are difficult to attain if a
large memory and lengthy calculations are required on
a multiuser computer because of interference with other
users. One can of course ‘‘buy’’ priority and avoid in-
terference, but this can be an expensive option when
very large problems are being addressed.

Until recently, no alternative to the use of a mul-
tipurpose computer center was available for large-scale
simulations. The introduction of low-cost, high-speed
array processors, such as the Floating Point Systems
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(FPS) Model 120B and the CSP Inc. Model MAP 6400,
suggested that large-scale calculations might be per-
formed at a low cost. Table 1 gives comparative com-
puter statistics to show the relative hardware costs.
Studies by the author over a two-year period proved
that such processors could yield an economical alterna-
tive to the large mainframe for solution of the partial
differential equations of fluid flow. However, a prob-
lem was posed by the limited memory and short word
length of the initial processors. This problem was
pointed out by the author to personnel at Floating Point
Systems, who decided to expand their Model 120B ar-
ray processor to form the FPS 164. The latter has up to
7 million words of memory, uses 64-bit arithmetic, and
can solve large-scale problems at low cost. The cost
without disks is around $400,000. Benchmarks show
that its speed can reach one-third to one-half that of a
CRAY for large simulations.

The Computational Facility

After careful examination of the issues and
needs, it was decided that the FPS 164 array processor
would be a practical computer for performing large-
scale hydrodynamic simulations. The add-on array pro-
cessor was purchased and attached to an existing VAX
Model 11/780. Sixty million words of disk storage were
added to the array processor to augment the 1.5 million
words of core memory. A block diagram of the system
is shown in Fig. 1; Fig. 2 is a photograph of the
equipment.

Table 1 — Comparison of computer performance.

Approximate
Relative
MIPS|MFLOPS| MTTF |Hardware Cost
FPS 36t |12 (6)**}125 days| 0.03
Control Data7600 | 40 |40 (10) days 1.00
CRAY* 80 |80(25) 7h 0.601t

MIPS: million instructions per second.

MFLOPS: million floating-point operations per second.
MTTF: mean time to failure.

*Taken from LASAL CRAY-1 evaluation.

tFPS instruction contains six independent operations: floating-
point add, floating-point multiply, indexing, branching,
register transfer, and memory transfer. The FPS-AP modular
units may be configured into a larger system that can increase
the throughput.

**( )Typical and/or usually obtained speeds.

t+Without a system control computer.

'v.----.--,‘_-_\\"\' -

"\I. I.‘ - ] -1'~"<‘. -. \i}\ﬂ\ \_‘}l\)\ \] ‘\



AT P

R AL
LR AL NS

i ri.

25

(&%

¥ g

AT
"

3]

e
I W

340 million words

12 million floating
operations per second words

60 million

36 million instructions

per second

Figure 1 — Block diagram of the hydrodynamic computational facility.

Figure 2 — The computational facility.

The use of the computer is straightforward in
that a program is written in Fortran and compiled on
the VAX, using Floating Point Systems prepro-
grammed subroutines when possible to increase the
speed. The compiled program is then transferred to the
FPS 164 array processor along with the input data.
Thereafter, the program can be executed for as long as
desired without affecting VAX operation. Upon com-
pletion of the program, the results are transferred to the
VAX for listing.

The array processor is powerful because it makes
use of parallel operations designed into the hardware by
the manufacturer. Even without concern for optimiza-
tion, the user gains about a factor of 10 in speed over
the VAX 11/780. With some care, the speed can be in-
creased by a factor of about 20 and, if one is extremely
careful, by a factor of 30 to 40. At that level, one ap-
proaches the practical program execution speeds of the
supercomputers.

The real advantage of the'array processor for
large simulations is that the capital cost is modest. It is
important to note, however, that the array processor
system described here is not a replacement for a super-
computer. Although it is ideal for the special purposes
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of a few users with high computer central processing
unit demands, it does not have the high-speed in-
put/output or multiuser capabilities of a supercom-
puter. As a result, such a facility should be viewed as
being complementary to a major computer installation.

System Potential

The current array processor is constructed with
16,000 transistor-transistor logic chip technology and
has a cycle time of about 200 ns for 64-bit floating-
point operations. The 16,000 chips can be replaced by
64,000 chips, thereby increasing the memory in the FPS
164 to 7.2 million words. In addition, its computational
speed could be increased by a factor of about 5 by intro-
ducing emitter-coupled logic chip technology. Process-
ing speeds could be increased by a factor of 3 to 4 by ad-
ding small array processors to the FPS 164.
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A HOSPITAL INFORMATION DISTRIBUTION SYSTEM

S. P. Yanek, J. A. Frantz, G. P. Gafke,
D. M. Sunday, and J. C. Woodyard

APL has developed a microcomputer-based
Hospital Information Distribution System for Navy
hospitals. The microcomputer controls data flow be-
tween two independent computer systems designed for
two different hospital functions, i.e., patient adminis-
tration and patient care. The system initiates and man-
ages all transmission activities within a three-node net-
work by performing line control, code translation, er-
ror detection, message formatting, management report-
ing, and terminal emulation functions.

BACKGROUND

The U.S. Navy directed APL to develop a proto-
type Hospital Information Distribution System (HIDS)
to support the prerequisite function for patient care
(i.e., registering for care) in large and medium sized
Navy hospitals. The Navy uses several computer-based
systems from several vendors to administer patient care
in ancillary areas of the hospitals. Each patient care sys-
tem requires a unique combination of identification and
demographic data elements to establish a patient file,
which represents the first step for access to patient care
services in each system.

Although the ancillary computer systems require
isomorphic or common data elements to establish pa-
tient files, no method existed by which an ancillary sys-
tem could automatically transfer common data to an-
other ancillary system. This meant that the sharing of
common data required duplicative manual data entry.

Because as many as 500,000 persons are eligible
to receive care at larger Navy medical treatment facili-
ties, the amount of storage available for identification
and demographic data for each ancillary system varied
and was also a cause for concern. In addition, each an-
cillary system required the data to be in a unique format
and sequence. The level of administrative staffing at the
medical treatment facilities was inadequate to accom-
modate such database synchronization and data entry
problems.

The Bethesda Naval Hospital, which was se-
lected as the site of the prototype system, had been us-
ing a remote, time-shared service for its pharmacy and a
local system for its laboratory. The laboratory system
was also used to register inpatients and outpatients elig-
ible for care. As part of the registration process, the
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laboratory system produced embossed, encoded plastic
cards that verified patient registration.

In developing the prototype system for data en-
try and database synchronization, APL was faced with
a major constraint; that is, there was to be no alteration
in the hardware or software configuration of the hospi-
tal’s existing patient care systems. APL also had to re-
solve other issues before going ahead with design and
development. Some of those issues were associated with
Navy Medical Command directives for coliecting,
maintaining, and reporting data on patient registration,
admission, disposition, and transfer (R/ADT). To
comply with the Navy directives, it was necessary to col-
lect 400 to 500 characters of data per patient. The labo-
ratory system had been collecting approximately 100
characters of identification and demographic data, and
its daily workload was about 150 patient admissions
and registrations. The projected daily workloads were
estimated to be approximately 300 new registrations or
record edits and 50 inpatient admissions.

Both the laboratory and the pharmacy systems
were to be replaced by systems authorized by the Tri-
Service Medication Information Systems (TRIMIS)
Program Office at the Department of Defense (DoD),
the pharmacy system in December 1982 and the labora-
tory system during calendar year 1984. However, the
Navy decided to include the laboratory system as an an-
cillary computer system to demonstrate the concept of a
common registration system. The pharmacy system was
excluded because of impending replacement. To estab-
lish database congruity, the Navy also decided that one
system, dedicated to administrative functions, would be
added and only that system would be able to add, edit,
or delete data, in compliance with Navy Medical Com-
mand directives.

DISCUSSION

A terminal emulation mode of operation was se-
lected to transfer data to the ancillary system and to ob-
tain information from the master system. However, ter-
minal emulation software would not be developed or in-
stalled in the master R/ADT system or in the ancillary
laboratory system. Thus, the architecture evolved to-
ward a three-node network, i.e., a master R/ADT sys-
tem, an ancillary system in terms of R/ADT data man-
agement, and a system to process communications be-
tween the two special-purpose systems.
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The Master R/ADT System

The Patient Administration (PAD) system devel-
oped under the TRIMIS Program was selected as the
master R/ADT system. Two major functional modules
of the PAD system are registration and inpatient admis-
sion. The registration function allows the hospital to
collect and maintain identification and demographic
data on individuals eligible for care at DoD medical
treatment facilities. Under the inpatient admission
function, the hospital collects and maintains data con-
cerning an inpatient’s admission, disposition, and
transfer status during periods of hospitalization. The
PAD system has features that ensure integrity of the
database and accuracy of the data collected.

The original version of the PAD applications
software had to be modified to accommodate differ-
ences in the plastic card embossing and encoding equip-
ment, to comply with the data collection and reporting
requirements of the Navy Medical Command, and to
conform to the operational procedures of the Bethesda
Naval Hospital.

The Ancillary System

The clinical laboratory system at the Bethesda
Naval Hospital is derived from the Pathiab system
developed by the Medlab Co., a division of Control
Data Corp. The version of Pathlab in operation at
Bethesda is known as LABIS (for Laboratory Informa-
tion System). The system was relieved of the registra-
tion and card embossing functions, which are now con-
trolled by the PAD system.

The Hospital Information Distribution System

The actual transfer of patient identification and
demographic data between the PAD system and LABIS
is totally controlled by HIDS, a terminal emulation and
control software system designed and developed by
APL. The interrelationship of the systems is illustrated
in Fig. 1.

HIDS performs two major processing activities,
the addition of missing data elements to incomplete
LABIS registration records and the automatic transfer
of complete records or relevant data from PAD to
LABIS. Both functions start automatically and need no
operator intervention, although the capability for oper-
ator control exists.

Appropriate data transferred to LABIS are the
result of a new registration or admission or a change in
an existing registration or admission record on the PAD
system. However there are instances when a patient re-
quires laboratory service but is not registered on
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Figure 1 — The relationship of HIDS to the PAD system
and LABIS.

LABIS. For emergency service, for example, a record
may be established by a laboratory clerk supplying a
minimum amount of information, i.e., patient identifi-
cation number and name. This procedure allows im-
mediate access to laboratory services but resuits in an
incomplete registration record for which additional in-
formation will be needed. The complement of informa-
tion is retrieved automatically from the PAD system
and transferred to LABIS.

Management reports describing transactions
handled by HIDS are available on hard copy at the end
of the day or when requested.

HIDS consists of a 16-bit microcomputer system
and associated peripherals selected by APL. The p~-
cessor has less than a megabyte of random access mem-
ory, several serial input/output ports, Winchester disk
drives, a floppy disk drive, a cartridge tape drive, a key-
board video display terminal, and a line printer. The
total hardware costs were approximately $30,000. Soft-
ware for HIDS consists of a UNIX-based operating sys-
tem and application programs developed in the C
language.

CONCLUSIONS

The HIDS installation at the Bethesda Naval
Hospital brings several benefits. Information trans-
ferred to ancillary systems is likely to be more accurate
and syntactically correct because the transfer procedure
extracts and reformats the information from a highly
controlled database before forwarding it. HIDS elimin-
ates the need for manual data entry into an ancillary
system, thereby reducing the work needed to achieve
consistency among multiple databases.

"y 5. %




Pz

v
Ao

AL Ant, A

ey

FONrEN

“AQF

-y

.

o
LS

- A DA RO o Al a0 de B SACI P SER S Bl Tt UL gt b e gD ChaiCs TNl RSN e S0 A A g

The laboratory computer that had been support-
ing a multiple number of keyboard terminals and two
embosser/encoders for administrative functions is now
available for clinical laboratory functions, as had origi-
nally been intended.

HIDS operation has demonstrated that the
transfer of identification and demographic data be-

tween independent machines in a terminal emulation
mode is reliable, effective, and labor-saving—results
that are particularly important in both military and ci-
vilian hospitals.

This work was supported by the Navy Medical Data Services
Center.

EVALUATION OF COMPUTER FAULT DETECTORS

M. E. Schmid, R. L. Trapp, and A. E. Davidoff (APL)
and G. M. Masson (JHU)

The use of simple monitors to detect computer
Saults has been explored as a technigque for improved
Sault-tolerant computing. Candidate monitors were
evaluated through extensive experimentation, and one
particularly effective monitor that verifies program
flow has undergone further development and evalua-
tion.

BACKGROUND

The current evolutionary trend toward automa-
tion in military, industrial, and consumer products is
creating an increasing dependency on computers. Our
reliance on them is made evident by the significant dis-
ruptions that occur when they err or fail. Fault-toler-
ance, a way to improve a system’s reliability, accepts
the notion that faults may occur. Instead of trying to
eliminate faults, it emphasizes design for continued cor-
rect operation when faults are encountered. Fault-toler-
ance usually is achieved by the synchronous operation
of redundant systems that ‘‘vote’’ on all results. Thus,
errors made by a single element are outweighed by the
correct operation of other copies, and the fault is
‘‘masked’’ from affecting the system. However, this ex-
pensive technique is affordable only for the most criti-
cal applications.

Recently, attention has been given to an alterna-
tive to fault masking as described above. Called “‘exter-
nal monitoring,” the approach uses relatively simple
monitoring devices to detect computer faults, Frequent-

ly, faults that occur are transient in nature, and the
monitor need only return the computer to correct oper-
ation. Permanent faults may be handled by transferring
the computing function to a spare system if one is
available.

This article describes experiments conducted
over the past two years to evaluate a number of pro-
posed external monitors.

DISCUSSION
Candidate Monitors

Seven characteristics of computer operation
were identified as features that can be monitored to de-
tect faults effectively:

1. Valid program flow — Monitor the sequence
of instructions that the computer is executing
to verify proper operation.

2. Valid opcode — Monitor the instruction be-
ing executed to determine if the instruction is
among those used when the computer exe-
cutes properly.

3. Valid opcode address — Monitor the location

of instructions being fetched to ensure that

they are valid.

Valid read address — Monitor all non-opcode

read operations to verify the use of the proper

addresses.
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5. Valid write address — Monitor all write oper-
ations to verify the use of the proper ad-
dresses.

6. Valid memory — Monitor all memory ac-
cesses to ensure their occurrence in an accept-
able region of the address space.

7. Valid and used memory — Monitor all mem-
ory accesses to verify their occurrence in a
memory region that is actively used by the ex-
ecuting program.

Some of these characteristics are very similar to
each other. In fact, they essentially can be grouped into
three categories: program flow, memory access, and in-
struction repertoire. Five of the candidate monitors are
memory access checkers. They vary in the type and pre-
cision of the address verification. Generally, greater
precision has the associated penalty of increasing the
monitor’s implementation complexity.

Start Microevents
Gold run

Start Microevents

v \‘\

Faulted
run*

*Restart under conditions identical to gold run

Figure 1 — Basic experimental procedure to verify the
effectiveness of the monitors in detecting faults.
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The concept of monitoring program flow in sys-
tems with complex programs and many possible correct
instruction sequences may not be readily apparent.
Rather than periodically checking long sequences of in-
structions, the monitor verifies the transition between
the previous instruction and the current instruction
every time a new instruction is executed. This verifica-
tion is possible because most operations have a limited
number of valid successors.

Experiments

The monitors were experimentally evaluated to
determine their effectiveness in detecting faults. Figure
1 shows the basic experimental procedure. For each ex-
periment, a baseline of information describing the com-
puter’s normal operation is obtained by making de-
tailed time recordings of all signals connected to the
processor. This recording is referred to as the ‘‘gold’’
run. A second recording is made under identical condi-
tions, with the exception of a single precisely controlled
fault that is injected shortly after recording begins. This
recording is referred to as the “‘fault’’ run, and it pro-
vides a detailed account of the disruption caused by the
particular fault that was injected.

During analysis, each time-step from the fault
run containing abnormal activity (as determined by
comparing the gold and the fault runs) is applied to
models of the proposed monitors. Each model then has
the opportunity to indicate that faulty operation has oc-
curred. Figure 2 shows an analog signal into which a
fault was injected. The heavy black line is the gold run;
it shows normal execution. The gray trace shows the ac-
tivity during the fault run, Note that although the fault
itself was injected for a very short time (1 ps), the rami-
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Figure 2 — Sample recording of gold and fault runs.
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fications of that fault continue past the end of the re-
cording. Typically the fault itself is not detected by the
monitors; instead, it is the continued propagation of the
fault that is seen.

More than 1400 experiments were conducted
over the past two years to evaluate the monitors over a
wide range of injected fault conditions. The fault dur-
ation, target signal, instruction under execution, and
software environment were varied throughout the
series.

RESULTS

The performance of the monitors is shown in
Fig. 3 for two software environments. The primary cri-
teria for evaluating such monitors are coverage (percent
of fault injections detected) and latency (time from
fault injection to detection). The best performance,
both in terms of coverage and latency, was demon-
strated by the program flow monitor. Further analysis
indicates that multiple monitors may be used together
to provide better performance than any one alone. The
‘“all”” plot indicates the performance attained by the
combination of all seven monitors.

The effectiveness of the program flow monitor
prompted further investigation. Detailed models of six
versions of an easily implemented ‘‘compressed’’ pro-
gram flow monitor were developed. The analysis was
carried out on each of the models, with excellent results.
One of the compressed models captured 95% of the
original monitor’s coverage, paving the way for a sim-
ple but effective implementation.

The project has clearly demonstrated that moni-
tors can be effective in detecting computer faults and
yet remain simple to implement. These attributes great-

All all mechanisms combined

VPF valid program flow

VOA valid opcode address

VUM valid and used memory
valid read address

VO valid opcode

VWA valid write address

VM - valid memory

{ ) Average latency (us)

(12)
(15}
(26) (26)

Faults detected (%)

All VPF VOA VUM VRA VO VWA VM
Monitors

Figure 3 — Summary of monitor performance.

ly widen the range of applications that may benefit
from fault-tolerant computing techniques.
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SIMULATION OF ANOMALOUS ELECTROMAGNETIC
PROPAGATION WITH THE EMPE CODE

H.W. Ko, J. W. Sari, and J. P. Skura

A computer program has been developed to aid
in investigations of anomalous electromagnetic propa-
gation. Called EMPE (for electromagnetic parabolic
equation), it computes propagation loss in arbitrarily
complex atmospheres for standard conditions or for
conditions of anomalous propagation. Predictions for
anomalous wave behavior have been made for frequen-
cies from 100 MHZ to 10 GHz. The results are thus
relevant to a variety of microwave electromagnetic
systems such as those used for communications, radar,
and airplane instrument landings.

BACKGROUND

Most analyses of wave propagation by means of
simple refractive changes in the atmosphere can be
treated with geometrical ray tracing techniques based
on Snell’s law. However, ray tracing methods have
certain general limitations: (a) the refractive index must
not change appreciably in a distance comparable to a
wavelength; (b) the spacing between neighboring rays
must be small or else the results are questionable when
rays diverge, converge, or cross; (¢) constructive and
destructive interference is difficult to evaluate for more
than one reflection from a surface; (d) the distance a
ray may travel is difficult to evaluate without a way to
compute propagation loss; and (e) diffraction pheno-
mena are not accoanted for in homogeneous media.
Therefore, a physical optics approach (such as that used
by EMPE) that can account for propagation loss and
diffraction is needed for most sophisticated problems.
A special feature of the EMPE program is its ability to
deal with inhomogeneous atmospheric changes in both
the horizontal and the vertical directions. Spatial energy
patterns and propagation loss can now be computed for
antennas inside and outside anomalous regions such as
ducts and subrefractive layers.

DISCUSSION

High-Elevation Ground-Based Antenna in an
Elevated Duct Environment

In one simulation, an antenna designed for 1.2

GHz operation is placed at an elevation of 7000 ft, and

a 0° elevation angle and a 4° vertical beamwidth are

used. These conditions illustrate an application to a

7 high-sited, air-search radar. In coastal environments, a
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warped elevated duct of varying curvature may be pres-
ent to alter normal or standard antenna coverage.

The anticipated diversion of rays from standard
coverage leading to regions of reduced coverage (so-
called holes or voids) is seen in Fig. 1, which gives the
decibel loss relative to 1 m. The figure shows the ver-
tical coverage of the antenna for propagation along the
direction of maximum inhomogeneity. Several signifi-
cant results appear that would not have emerged from
the applicaion of simple ray-tracing techniques. There
are several regions (not just one) of reduced coverage;
the loss is computed everywhere, including inside the
trapping layer, the top of which is defined by the dashed
line. In some cases (e.g., in the unshaded, 90 dB re-
gion), excessive energy is diverted down to the surface
well beyond 120 nmi.

Along a direction of lesser inhomogeneity, dif-
ferent features are seen (Fig. 2). The elevated duct is less
warped spatially. New voids at high altitude are seen be-
cause of the waves’ inability to ‘‘burn through’’ the ele-
vated duct. Also, waves are trapped and ‘‘guided’’ by
the elevated duct and not diverted to the surface as in
Fig. 1.

The detailed synoptic view of propagation loss
can be important in the design and operation of high-el-
evation antennas used for communications, data tele-
metry, or (as above) radar surveillance systems. Note
that for transmission between two points of high eleva-
tion, periodic path fading, similar to low-altitude multi-
path fading, is predicted in Fig. 2.

Shipborne Antennas and the Evaporation Duct

Other products from the EMPE code can be used
to examine the propagation loss structure in more de-
tail. Figure 3 gives the transmission loss at 3 GHz in
decibels relative to free space at selected ranges away
from a shipborne antenna at a height of 100 ft. The an-
tenna is above an inhomogeneous surface duct, the
height of which varies from 50 ft at the antenna to 100
ft at 100 nmi downrange. Therefore, the antenna is
placed above the duct. Enhanced over-the-horizon
coverage is shown extending beyond 100 nmi. This
downrange trapping is not ordinarily predicted by other
techniques. Here, given vertical loss profiles can aid in
quickly determining the altitude and depth of coverage
voids. Figure 4 gives the transmission loss in decibels
relative to 1 m at selected altitudes. Horizontal loss be-
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2 above the surface duct. The resultant propagation equation is of the parabolic
A type, which admits of a marching type of numerical
B Features of the EMPE Approach solutiart in the horizontal dicection called the split-step
- The analytical approach followed in using the Fourier algorithm.? The advantage of this approach is
P EMPE code is based on approximations to the propaga- that it altows for complex inhomogeneous profiles in
:" tion equation for inhomogeneous media that are com- the dielectric constant and yields accurate physical-op- 7
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1. Propagation loss is given everywhere, allow- :-'-
100 ing range extension or compromise to be - R
z quantified. -
. - 2. Peculiar downrange behavior is allowed for i
'?L"} e horizontally inhomogeneous situations; for -
By a example, rays not initially trapped can be ks
2150 ‘e
3 trapped downrange, energy can leak out of )
54 3 surface or elevated ducts, and initially trap- s
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] o . .
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ITERATIVE SOLUTION OF A PARTIAL DIFFERENTIAL
EQUATION ON AN IMAGE PROCESSING SYSTEM

C. A. Waters

A digital image processing system has been used
to generate approximate solutions for two-dimensional
partial differential equations of the Laplace type. The
computer program that implements the solution allows
boundary values to be defined interactively through the
time sharing facilities of the Laboratory’s IBM 3033
computer. A color monitor that is part of the image
processing system displays the progress of the iterations
toward a solution.

BACKGROUND

Differential equations have extensive applica-
tions to virtually all areas of science and engineering.
Much effort has gone into their study. Generally, solu-
tions may be classified as analytic (derived along the
lines of mathematical proofs) or numerical (resulting
from approximate calculations). Since computers have
become widely available, a great deal of time has been
devoted to the development of programs that generate
numerical solutions and to the interpretation of the re-
sults of those programs.

As computers and numerical methods become
more powerful, problems of greater size may be ad-
dressed. However, this raises another difficulty because
the researcher now has more data to interpret.
Graphical display methods are invaluable because they
condense numerical results into forms that are quickly
understood. Contour plots are one example of a
convenient display format for output from a numerical
program.

An image processing system is a special-purpose
computer that can process large quantities of data very
quickly and display the data in graphical form. An
example of such a system is the Grinnell image
processing system attached to the Laboratory’s IBM
3033 computer. The Grinnell system may be controlled
interactively from a computer terminal. It was selected
as a test system for a program that uses image proces-
sing hardware to both calculate and display solutions to
partial differential equations.

DISCUSSION

Iterative Solution of a Partial Differential
Equation

One of the most important of all the partial
differential equations occurring in applied mathematics
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is the Laplacian equation, which, in two dimensions,
has the form

U,+ U, =0

where U = U(x,y) is a function of the two variables x
and y, and subscripts indicate that partial derivatives
have been taken. Because of its application to gravita-
tional and electrostatic potential problems, it is often
referred to as the potential equation. It has applications
as well to steady-state problems involving heat conduc-
tion, to the flow of an incompressible fluid, and to cer-
tain elasticity problems.

As there is no time dependence in the Laplace
equation, there are no initial conditions to be satisfied
in its solution, Instead, certain boundary conditions are
specified on the bounding curve of the region in which
the equation is to be solved. Those conditions may
involve values of the function U or of its derivatives.
Only the first case is considered here; this special case is
called the Dirichlet problem. (See Ref. 1 for a
discussion of the Laplace and Dirichlet problems.)

In order to solve this equation using digital
methods, it is necessary to recast the problem in discrete
form. Cover the region of interest with a mesh, that is,
with two perpendicular sets of equally spaced parallel
lines. Restrict the function U to the points of intersec-
tion of the sets of lines, the mesh points. Under this in-
terpretation, the boundary is a discrete set of points
rather than a continuous curve. However, we still re-
quire that the boundary be closed.

Once the boundary conditions and the mesh
have been selected, an approximate solution to La-
place’s equation can be generated by iteration in the fol-
lowing way. First, initialize all interior mesh points.
They may be set to zero or to any suitable values. Next,
let P be any mesh point taken from the interior of the
region, and let A, B, C, and D be the four neighbors of
P in the mesh. Replace the value at P by the new value
(A+ B+ C+ D - 4P)/4. Do this for each mesh
point in the interior to complete one iteration toward a
solution. It may be necessary to repeat this step many
times until the values on the boundary of the region can
propagate throughout the interior and until the interior
values reach a steady state. Techniques have been devel-
oped to accelerate the process so that fewer iterations
are required but they will not be considered here. See
Ref. 2 for further details on the techniques.

AL ERES LRS! ' ;-.‘ -.;,\' s'_-.'_-..-',\ .

i.%4.% o

s

o v o

v 9B B "

« 73

| RPN

-~

LSS

X

b B o o I i e }

SRR, |




3

e

PP
]

Led

P

Ed

s

-

=

2

g

A K
L

!

It is convenient to think of each step in the se-
quence as the application of a template (Fig. 1) to each
interior mesh point. Place the template over a point,
multiply the template values by the corresponding
values at the mesh points, calculate the sum of the
products, and place that value at the mesh point in the
center of the template. This process is called template
convolution; it can be implemented easily in an image
processing system.

Implementation of the Solution

The Grinnell GMR-270 image processing sys-
tem, which was chosen for implementation of the meth-
od, is manufactured by the Grinnell Systems Corp. of
San Jose, Calif. The system has four 512 by 512 resolu-
tion image memories, which can store 8-bit values. The
individual picture elements, or pixels, in an image can
be viewed as mesh points to which values in the range 0
to 255 correspond. If necessary, two memories can be
processed together as a single memory containing 16-bit
values. The arithmetic unit of the image processor
accepts two 16-bit operands. Operations such as
multiplication and division are simulated by means of
look-up tables associated with the arithmetic unit.

Of particular usefulness is a feature of the image
processor that allows two independent operations to be
carried out on one image in a single pass through the
processor, thereby allowing the function values on the
boundary to be kept constant while the template is
applied to all interior points.

Figure 1 — A Laplacian template.
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Figure 2 illustrates the solution of a steady-state
heat flow problem using the image processing system.
Graphics commands in the processor were used to
define the boundary in one of the digital memories.
Because 8 bits were used to represent function values,
the range of temperature is 0 through 255. The interior
of the region was approximately 256 by 256 pixels.
Figure 2a shows the system before iterations were ap-
plied. The boundary contains two values: 255 in the
white region and 0 in the gray region. There is also a
small boundary region of intensity 0 near the upper
right corner (not visible in the image).

Figure 2b and 2c¢ show the system after 100 and
200 iterations, respectively. On the color monitor, a
pseudo-coloring would be used to display the grayscale
images. Here, certain intensity ranges have been high-
lighted to bring out their structure. The asymmetry in
the images results from the boundary region of intensity
0 in the upper right. Figure 2d shows the system after
270 iterations, when it has reached a steady state. It
takes about three minutes to generate this image.

SUMMARY

An image processing system has proved to be
well suited for the approximate solution and the display
of problems involving partial differential equations.
The array sizes can be larger than those ordinarily used
in computer solutions (up to 512 by 512). The time for

(a)

Figure 2 — The solution of a steady-state heat flow
problem using the image processing system.
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one iteration in the solution is independent of the array
size although, of course, the time to reach a steady state
does depend on the problem size. The display of the
progress of the solution toward a steady state is particu-
larly useful because it allows the researcher to experi-
ment interactively with alternative boundaries and with
pseudocolorings for the data in order to bring out de-
tails in the solutions. One device is used for both calcu-
lations and, therefore, the display results are immedi-
ately available in graphical form.
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INTRODUCTION

The Laboratory’s involvement in space programs began in the postwar
years when Aerobee and captured V-2 rockets carried Geiger tubes, magnetom-
eters, and optical spectrometers high above the earth’s surface. The flights pro-
vided the first high-altitude measurements of cosmic rays, the geomagnetic field,
and atmospheric constituents such as ozone, and were conducted by pioneers
James A. Van Allen, John J. Hopfield, and S. Fred Singer (who were then APL
staff members). In 1946, a V-2 rocket carried the first camera, installed by APL,
to look at the earth from an altitude of 100 miles. From those beginnings,
APL’s record of accomplishments proceeds and includes the conception, de-
sign, and development of the Transit Navigation Satellite System and the SA-
TRACK Missile Tracking System for the Navy.

Space activities at A